
Carpathian
mathematical
publications

SCIENTIFIC JOURNAL

V.10, №1
2018

CONTENTS

Antonova T.M., Dmytryshyn M.V., Vozna S.M. Some properties of approximants for Branched

Continued Fractions of the special form with positive and alternating-sign partial numerators . . 3

Baranetskij Ya.O., Demkiv I.I., Ivasiuk I.Ya., Kopach M.I. The nonlocal problem for the 2n dif-

ferential equations with unbounded operator coefficients and the involution . . . . . . . . . . . 14

Biswas T. Advancement on the study of growth analysis of differential polynomial and differential

monomial in the light of slowly increasing functions . . . . . . . . . . . . . . . . . . . . . . . . 31

Bodnar O.S., Dmytryshyn R.I. On the convergence of multidimensional S-fractions with indepen-

dent variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Cherevko I.M., Dorosh A.B. Boundary value problem solution existence for linear integro-differen-

tial equations with many delays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Ferahtia N., Allaoui S.E. A generalization of a localization property of Besov spaces . . . . . . . . 71

Filevych P.V., Hrybel O.B. The growth of the maximal term of Dirichlet series . . . . . . . . . . . 79

Frei M.M. Wick calculus on spaces of regular generalized functions of Lévy white noise analysis . . 82
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ANTONOVA T.M.1 , DMYTRYSHYN M.V.2 , VOZNA S.M.1

SOME PROPERTIES OF APPROXIMANTS FOR BRANCHED CONTINUED

FRACTIONS OF THE SPECIAL FORM WITH POSITIVE AND ALTERNATING-SIGN

PARTIAL NUMERATORS

The paper deals with research of convergence for one of the generalizations of continued frac-
tions — branched continued fractions of the special form with two branches. Such branched con-
tinued fractions, similarly as the two-dimensional continued fractions and the branched continued
fractions with two independent variables are connected with the problem of the correspondence
between a formal double power series and a sequence of the rational approximants of a function of
two variables.

Unlike continued fractions, approximants of which are constructed unambiguously, there are
many ways to construct approximants of branched continued fractions of the general and the spe-
cial form. The paper examines the ordinary approximants and one of the structures of figured
approximants of the studied branched continued fractions, which is connected with the problem of
correspondence.

We consider some properties of approximants of such fractions, whose partial numerators are
positive and alternating-sign and partial denominators are equal to one. Some necessary and suf-
ficient conditions for figured convergence are established. It is proved that under these conditions
from the convergence of the sequence of figured approximants it follows the convergence of the
sequence of ordinary approximants to the same limit.

Key words and phrases: branched continued fraction of the special form, ordinary approximants,
figured approximants, convergence, figured convergence.
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INTRODUCTION

The paper is devoted to study of the branched continued fractions (BCF) of the form

b0 + F0,0 +
∞

D
i=1

ai,0

1 + Fi,0
+

∞

D
i=1

a0,i

1 + F0,i
, (1)

where Fi,j are continued fractions (CF)

Fi,j =
∞

D
p=1

ap+i,p+j

1
= 1 +

a1+i,1+j

1 +
a2+i,2+j

1 + . . .

, i = 0, 1, . . . , j = 0, 1, . . . , (2)
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b0, ak,j, j = 0, 1, . . ., k = 0, 1, . . ., k + j ≥ 1, are complex numbers or functions of two variables
which are defined in some set D ⊂ C2.

If all elements of BCF (1)–(2) are numbers, then BCF (1)–(2) is said to be numerical BCF of
the special form. If some or all elements of BCF (1)–(2) are functions, then BCF (1)–(2) is said
to be functional BCF of the special form.

The above mentioned BCF is one of two-dimensional generalizations of continued frac-
tions, which were offered for the solution of correspondence problem between a formal dou-
ble power series (FDPS) and a sequence of the rational approximants of a function of two
variables [9, 12, 13]. Functional BCF of the special form is corresponding to FDPS

∞

∑
i+j≥0

ci,jz
i
1z

j
2, (3)

if the expansion of its nth approximant into FDPS ∑
∞
i+j≥0 c

(n)
i,j zi

1z
j
2 coincides with the FDPS (3)

to all terms of power n inclusively, that is c
(n)
i,j = ci,j, i + j ≤ n.

In the paper [13] it is shown, that BCF (1)–(2) is corresponding to the FDPS (3), if
b0 = c0,0, ai,0 = bi,0z1, a0,i = b0,iz2, ai,j = bi,jz1z2, i, j = 1, 2, . . . , the coefficients bk,0, b0,k, ak,j,
j, k = 1, 2, . . . , are calculating by formulas in term of the coefficients of the FDPS (3), and the
nth approximants f̃n are defined as follows

f̃0 = b0, f̃n = b0 + F
([ n

2 ])
0,0 +

n

D
k=1

ai,0

1 + F
([ n−i

2 ])
i,0

+
n

D
k=1

a0,i

1 + F
([ n−i

2 ])
0,i

, n = 1, 2, . . . , (4)

where [α] is an integer part of a real number α,

F
(0)
i,j = 0, F

(k)
i,j =

k

D
p=1

ap+i,p+j

1
, i, j = 0, 1, . . . , k = 1, 2, . . . . (5)

Finite continued fractions (5) are called the kth approximants of CF (2).
We can construct the approximants of BCF in different ways. Ordinary nth approximants

of BCF (1)–(2) are defined as follows

f0 = b0, fn = b0 + F
(n)
0,0 +

n

D
k=1

ai,0

1 + F
(n−i)
i,0

+
n

D
k=1

a0,i

1 + F
(n−i)
0,i

, n = 1, 2, . . . .

Approximants f̃n from (4) are examples of so called figured approximants [5]. Expressions

Q
(0)
i,0 = 1, Q

(k+1)
i,0 = 1 + F

(k+1)
i,0 +

ai+1,0

Q
(k)
i+1,0

, i = 1, 2, . . . , k = 0, 1, . . . , (6)

Q
(0)
0,i = 1, Q

(k+1)
0,i = 1 + F

(k+1)
0,i +

a0,i+1

Q
(k)
0,i+1

, i = 1, 2, . . . , k = 0, 1, . . . , (7)

are said to be the tails of ordinary approximants for BCF (1)–(2). Tails of figured approximants
(4) for BCF (1)–(2) are defined by following formulas

Q̃
(0)
i,0 = 1, Q̃

(k+1)
i,0 = 1 + F

([ k+1
2 ])

i,0 +
ai+1,0

Q̃
(k)
i+1,0

, i = 1, 2, . . . , k = 0, 1, . . . , (8)
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Q̃
(0)
0,i = 1, Q̃

(k+1)
0,i = 1 + F

([ k+1
2 ])

0,i +
a0,i+1

Q̃
(k)
0,i+1

, i = 1, 2, . . . , k = 0, 1, . . . . (9)

Taking into account notations (6)–(9), it is possible to write

fn = b0 + F
(n)
0,0 +

a1,0

Q
(n−1)
1,0

+
a0,1

Q
(n−1)
0,1

, n = 1, 2, . . . ,

f̃n = b0 + F
([ n

2 ])
0,0 +

a1,0

Q̃
(n−1)
1,0

+
a0,1

Q̃
(n−1)
0,1

, n = 1, 2, . . . .

Approximants fk, f̃k have sense if in process of reduction of BCF (calculations of their

tails by formulas (6)–(9)) uncertainty of the type
0
0

don’t appears (it is assumed, that
1
0
= ∞,

1
∞

= 0 and
α1

0
+ . . . +

αm

0
=

0
0

, if m > 1 ). We say that BCF (1)–(2) is figured convergent if,

beginning from some number n0, all its figured approximants have sense and there is finite
limit f̃ = lim

n→∞
f̃n. The value of this limit can be the value of figured convergent BCF.

BCF (1)–(2) is said to be convergent, if beginning from some number n0, all its ordinary
approximants have sense and there is finite limit f = lim

n→∞
fn. The value of this limit also it is

possible to assume as the value of convergent BCF.
BCF (1)–(2) is said to be divergent (figured divergent) if infinite numbers of its approxi-

mants (figured approximants) have not sense or there isn’t only one finite limit of sequence of
its approximants (figured approximants).

A lot of works of analytic theory of multidimensional generalization for continued fractions
are devoted to research of convergence [5, 10]. This problem is important till now [3, 4, 6, 7].

For research of properties of sequences of approximants for BCF of the special form the
formulas of difference for two their approximants are used. There are such formulas [5]:

f̃n − f̃m = F
([ n

2 ])
0,0 − F

([m
2 ])

0,0 +
m

∑
i=1

(−1)i

(

F
([ n−i

2 ])
i,0 − F

([m−i
2 ])

i,0

)

i

∏
j=1

aj,0

i

∏
j=1

Q̃
(n−j)
j,0 Q̃

(m−j)
j,0

+

(−1)m
m+1
∏
j=1

aj,0

m+1
∏
j=1

Q̃
(n−j)
j,0

m

∏
j=1

Q̃
(m−j)
j,0

+
m

∑
i=1

(−1)i

(

F
([ n−i

2 ])
0,i − F

([m−i
2 ])

0,i

)

i

∏
j=1

a0,j

i

∏
j=1

Q̃
(n−j)
0,j Q̃

(m−j)
0,j

+

(−1)m
m+1
∏
j=1

a0,j

m+1
∏
j=1

Q̃
(n−j)
0,j

m

∏
j=1

Q̃
(m−j)
0,j

, n > m, and (10)

fn − f̃m = F
(n)
0,0 − F

([m
2 ])

0,0 +
m

∑
i=1

(−1)i

(

F
(n−i)
i,0 − F

([m−i
2 ])

i,0

)

i

∏
j=1

aj,0

i

∏
j=1

Q
(n−j)
j,0 Q̃

(m−j)
j,0

+

(−1)m
m+1
∏
j=1

aj,0

m+1
∏
j=1

Q
(n−j)
j,0

m

∏
j=1

Q̃
(m−j)
j,0

+
m

∑
i=1

(−1)i

(

F
(n−i)
0,i − F

([m−i
2 ])

0,i

)

i

∏
j=1

a0,j

i

∏
j=1

Q
(n−j)
0,j Q̃

(m−j)
0,j

+

(−1)m
m+1
∏
j=1

a0,j

m+1
∏
j=1

Q
(n−j)
0,j

m

∏
j=1

Q̃
(m−j)
0,j

, n > m. (11)

We note that the formulas (10)–(11) have been established in assumption, that the values of

all tails Q̃
(p)
0,k , Q̃

(p)
k,0 , Q

(p)
0,k , Q

(p)
k,0 , which appear in these formulas, differ from 0.
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MAIN RESULTS

This work is the continuation of the study of properties of approximants for numerical BCF
(1)–(2) with real elements [1, 2]. We will consider BCF which elements satisfy such conditions

ai,j > 0, |ai,0| = (−1)i−1ai,0 6= 0, |a0,i| = (−1)i−1a0,i 6= 0, i, j = 1, 2, . . . . (12)

Under the conditions (12) F0,0, Fi,0, F0,i are the continued fractions with positive elements. It
is well known [8, 11] that approximants of even order for such fractions generate a monotone
increasing sequence, approximants of odd order for such fractions generate a monotone de-
creasing sequence and all approximants of even order are less than every approximants of odd
order. Taking these results into account, we have

F
(2m)
0,0 < F

(2m+2)
0,0 < F

(2n+1)
0,0 < F

(2n−1)
0,0 , m = 0, 1, . . . , n = 1, 2, . . . , (13)

F
(2m)
i,0 < F

(2m+2)
i,0 < F

(2n+1)
i,0 < F

(2n−1)
i,0 , m = 0, 1, . . . , n = 1, 2, . . . , (14)

F
(2m)
0,i < F

(2m+2)
0,i < F

(2n+1)
0,i < F

(2n−1)
0,i , m = 0, 1, . . . , n = 1, 2, . . . . (15)

Theorem 1. Let the elements of BCF (1)–(2) satisfy the conditions (12) and

1 + a2i,0 > 0, 1 + a0,2i > 0, i = 1, 2, . . . . (16)

Then the following inequalities are true

f̃4m < f̃4m+4 < f̃4n+2 < f̃4n−2, m = 0, 1, . . . , n = 1, 2, . . . , (17)

f̃4m < f̃4m+2p+3 < f̃4m+2, m = 0, 1, . . . , p = 1, 2, . . . , (18)

and the sequences { f̃4p}, { f̃4p+2}, p = 0, 1, . . . , converge.

Proof. Let k be an arbitrary natural number. Using definitions (8)–(9), by induction on p let us
show that the following inequalities are valid

1 ≤ Q̃
(p)
2k,0 ≤ 1 + a2k+1,1 +

a2k+1,0

1 − |a2k+2,0|
, p = 0, 1, . . . , (19)

1 − |a2k,0| ≤ Q̃
(p)
2k−1,0 ≤ 1 + a2k,1, p = 0, 1, . . . . (20)

Indeed, for p = 0 and p = 1 we have

Q̃
(0)
2k−1,0 = Q̃

(0)
2k,0 = 1, 0 < 1 − |a2k,0| = Q̃

(1)
2k−1,0 < 1, Q̃

(1)
2k,0 = 1 + a2k+1,0, k = 1, 2, . . . .

In assumption that inequality (19) is true for p = r, we obtain

0 < 1 − |a2k,0| < 1 + F
([

p+1
2 ])

2k−1,0 −

|a2k,0|

1
≤ Q̃

(p+1)
2k−1,0 = 1 + F

([
p+1

2 ])
2k−1,0 −

|a2k,0|

Q̃
(p)
2k,0

< 1 + a2k,1,

i.e. (20) is valid for p = r + 1. Assuming that inequality (20) holds true for p = r we get

1 < 1 +
a2k+1,0

1 + a2k+2,1
< Q̃

(p+1)
2k,0 = 1 + F

([
p+1

2 )
2k,0 +

a2k+1,0

Q̃
(p)
2k+1,0

≤ 1 + a2k+1,1 +
a2k+1,0

1 − |a2k+2,0|
,
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i.e. inequality (19) is valid for p = r + 1. Hence, estimations (19)–(20) are true for arbitrary k, p.
Analogously we verify validity of inequalities

1 ≤ Q̃
(p)
0,2k ≤ 1 + a1,2k+1 +

a0,2k+1

1 − |a0,2k+2|
, k = 1, 2, . . . , p = 0, 1, . . . , (21)

1 − |a0,2k | ≤ Q̃
(p)
0,2k−1 ≤ 1 + a1,2k, k = 1, 2, . . . , p = 0, 1, . . . . (22)

Further we consider the differences f̃4m+2p+l − f̃4m, f̃4n+2p+l−2 − f̃4n−2, m, n, p = 1, 2, . . .,
l = 0, 1, . . ., using the formula (10). Let

Z̃
(1)
n,0 = 0, Z̃

(1)
n,m =

m

∑
i=1

(−1)i

(

F
([ n−i

2 ])
i,0 − F

([m−i
2 ])

i,0

)

i

∏
j=1

aj,0

i

∏
j=1

Q̃
(n−j)
j,0 Q̃

(m−j)
j,0

, n > m;

Z̃
(2)
n,0 = 0, Z̃

(2)
n,m =

m

∑
i=1

(−1)i

(

F
([ n−i

2 ])
0,i − F

([m−i
2 ])

0,i

)

i

∏
j=1

a0,j

i

∏
j=1

Q̃
(n−j)
0,j Q̃

(m−j)
0,j

, n > m.

Then

f̃4m+2p+l − f̃4m = F
(2m+p+[ l

2 ])
0,0 − F

(2m)
0,0 + Z̃

(1)
4m+2p+l,4m + Z̃

(2)
4m+2p+l,4m

+

4m+1
∏
j=1

aj,0

4m+1
∏
j=1

Q̃
(4m+2p+l−j)
j,0

4m

∏
j=1

Q̃
(4m−j)
j,0

+

4m+1
∏
j=1

a0,j

4m+1
∏
j=1

Q̃
(4m+2p+l−j)
0,j

4m

∏
j=1

Q̃
(4m−j)
0,j

.

Taking into account conditions (12) and inequalities (13)–(15), (19)–(22), we have

4m+1

∏
j=1

aj,0 =
4m+1

∏
j=1

|aj,0| > 0,
4m+1

∏
j=1

a0,j =
4m+1

∏
j=1

|a0,j | > 0, (23)

Z̃
(1)
4m+2p+l,4m = −

m

∑
i=1

(

F
(2m−2i+p+1+[ l+1

2 ])
4i−3,0 − F

(2m−2i+1)
4i−3,0

)

4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

−

m

∑
i=1

(

F
(2m−2i+p+1+[ l

2 ])
4i−2,0 − F

(2m−2i+1)
4i−2,0

)

4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

(

F
(2m−2i+p+[ l+1

2 ])
4i−1,0 − F

(2m−2i)
4i−1,0

)

4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

(

F
(2m−2i+p+[ l

2 ])
4i,0 − F

(2m−2i)
4i,0

)

4i

∏
j=1

|aj,0|

4i

∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

=
m

∑
i=1

∣

∣

∣

∣

F
(2m−2i+p+1+[ l+1

2 ])
4i−3,0 − F

(2m−2i+1)
4i−3,0

∣

∣

∣

∣

4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0
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+
m

∑
i=1

∣

∣

∣

∣

F
(2m−2i+p+1+[ l

2 ])
4i−2,0 − F

(2m−2i+1)
4i−2,0

∣

∣

∣

∣

4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

∣

∣

∣

∣

F
(2m−2i+p+[ l+1

2 ])
4i−1,0 − F

(2m−2i)
4i−1,0

∣

∣

∣

∣

4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

∣

∣

∣

∣

F
(2m−2i+p+[ l

2 ])
4i,0 − F

(2m−2i)
4i,0

∣

∣

∣

∣

4i

∏
j=1

|aj,0|

4i

∏
j=1

Q̃
(4m+2p+l−j)
j,0 Q̃

(4m−j)
j,0

> 0 .

Similarly Z̃
(2)
4m+2p+l,4m > 0. Consequently

f̃4m+2p+l − f̃4m > 0, m, l = 0, 1, . . . , p = 1, 2, . . . , (24)

f̃4n+2p+l−2 − f̃4n−2 = F
(2n+p−1+[ l

2 ])
0,0 − F

(2n−1)
0,0 + Z̃

(1)
4n+2p+l−2,4n−2 + Z̃

(2)
4n+2p+l−2,4n−2

+

4n−1
∏
j=1

aj,0

4n−1
∏
j=1

Q̃
(4n+2p+l−2−j)
j,0

4n−2
∏
j=1

Q̃
(4n−2−j)
j,0

+

4n−1
∏
j=1

a0,j

4n−1
∏
j=1

Q̃
(4n+2p+l−2−j)
0,j

4n−2
∏
j=1

Q̃
(4n−2−j)
0,j

,

4n−1

∏
j=1

aj,0 = −

4n−1

∏
j=1

|aj,0| < 0,
4n−1

∏
j=1

a0,j = −

4n−1

∏
j=1

|a0,j | < 0,

(25)

Z̃
(1)
4n+2p+l−2,4n−2 = −

n

∑
i=1

(

F
(2n−2i+p+[ l+1

2 ])
4i−3,0 − F

(2n−2i)
4i−3,0

)

4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q̃
(4n+2p+l−2−j)
j,0 Q̃

(4n−2−j)
j,0

+
n−1

∑
i=1

(

F
(2n+p−2i−1+[ l+1

2 ])
4i−1,0 − F

(2n−2i−1)
4i−1,0

)

4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q̃
(4n+2p+l−2−j)
j,0 Q̃

(4n−2−j)
j,0

−

n

∑
i=1

(

F
(2n−2i+p+[ l

2 ])
4i−2,0 − F

(2n−2i)
4i−2,0

)

4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q̃
(4n+2p+l−2−j)
j,0 Q̃

(4n−2−j)
j,0

+
n−1

∑
i=1

(

F
(2n+p−2i−1+[ l

2 ])
4i,0 − F

(2n−2i−1)
4i,0

)

4i

∏
j=1

|aj,0|

4i

∏
j=1

Q̃
(4n+2p+l−2−j)
j,0 Q̃

(4n−2−j)
j,0

= −

n

∑
i=1

∣

∣

∣

∣

F
(2n−2i+p+[ l+1

2 ])
4i−3,0 − F

(2n−2i)
4i−3,0

∣

∣

∣

∣

4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q̃
(4n+2p+l−2−j)
j,0 Q̃

(4n−j−2)
j,0

−

n

∑
i=1

∣

∣

∣

∣

F
(2n−2i+p+[ l

2 ])
4i−2,0 − F

(2n−2i)
4i−2,0

∣

∣

∣

∣

4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q̃
(4n+2p+l−j−2)
j,0 Q̃

(4n−j−2)
j,0

−

n−1

∑
i=1

∣

∣

∣

∣

F
(2n−2i+p−1+[ l+1

2 ])
4i−1,0 − F

(2n−2i−1)
4i−1,0

∣

∣

∣

∣

4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q̃
(4n+2p+l−j−2)
j,0 Q̃

(4n−j−2)
j,0

−

n−1

∑
i=1

∣

∣

∣

∣

F
(2n−2i+p−1+[ l

2 ])
4i,0 − F

(2n−2i−1)
4i,0

∣

∣

∣

∣

4i

∏
j=1

|aj,0|

4i

∏
j=1

Q̃
(4n+2p+l−j−2)
j,0 Q̃

(4n−j−2)
j,0

< 0, Z̃
(2)
4n+2p+l−2,4n−2 < 0 .
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Consequently

f̃4n+2p+l−2 − f̃4n−2 < 0, l = 0, 1, . . . , n, p = 1, 2, . . . . (26)

From the inequalities (24), (26), where l = 0, it follows “fork” property for figured appro-
ximants of even order. This property is described by system of inequalities (17). Therefore
sequences { f̃4k}, { f̃4k+2} are monotone, bounded and convergent. From (24), (26), where
l = 3, n = m + 1, we obtain inequality (18).

Proposition. BCF (1)–(2), with elements that satisfy conditions (12) and (16), is figured con-
vergent if and only if lim

n→∞
( f̃4n+2 − f̃4n) = 0.

Proof. It is above mentioned that under conditions (12) and (16) the sequences { f̃4k}, { f̃4k+2}

converge to finite limits. Condition lim
n→∞

( f̃4n+2 − f̃4n) = 0 implies equality of these limits,

i.e. convergence of the sequence { f̃2k}. Taking into account inequality (18), we conclude that
lim
k→∞

f̃2k = lim
k→∞

f̃2k−1, i.e. BCF (1)–(2) is figured convergent.

Theorem 2. Divergence of the series

∞

∑
n=1

n

∏
k=1

(ak,k)
(−1)n−k+1

,
∞

∑
n=1

n

∏
k=1

(ak+i,k)
(−1)n−k+1

,
∞

∑
n=1

n

∏
k=1

(ak,k+j)
(−1)n−k+1

,

i, j = 1, 2, . . . , is necessary condition of figured convergence of BCF (1)–(2) whose elements
satisfy conditions (12) and (16).

Proof. Using well known results of analytic theory of continued fractions [8, 11], we conclude

that continued fraction (2) converges if and only if the series
∞

∑
n=1

n

∏
k=1

(ak+i,k+j)
(−1)n−k+1

diverges.

It was shown above that every summand which appears in expressions for f̃4m+2p+l − f̃4m,

m, l = 0, 1, . . ., p = 1, 2, . . . , is positive under conditions (12), (16). If series
∞

∑
n=1

n

∏
k=1

(ak,k)
(−1)n−k+1

converges, then lim
m→∞

( f̃4m+2 − f̃4m) ≥ lim
m→∞

(F
(2m+1)
0,0 − F

(2m)
0,0 ) > 0, i.e. BCF (1)–(2) diverges.

Let there exists such i that series
∞

∑
n=1

n

∏
k=1

(ak+i,k)
(−1)n−k+1

converges. Then taking into account

inequalities (19), (20), we obtain

f̃4m+2 − f̃4m >

∣

∣

∣

∣

F
(2m+1−[ i+1

2 ])
i,0 − F

(2m−[ i+1
2 ])

i,0

∣

∣

∣

∣

i

∏
j=1

|aj,0|

i

∏
j=1

Q̃
(4m+2−j)
j,0 Q̃

(4m−j)
j,0

=

∣

∣

∣

∣

F
(2m+1−[ i+1

2 ])
i,0 − F

(2m−[ i+1
2 ])

i,0

∣

∣

∣

∣

i

∏
j=1

|aj,0|

[ i+1
2 ]

∏
j=1

Q̃
(4m−2j+3)
2j−1,0 Q̃

(4m−2j+1)
2j−1,0

[ i
2 ]

∏
j=1

Q̃
(4m−2j+2)
2j,0 Q̃

(4m−2j)
2j,0

, 4m ≥ i,
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lim
m→∞

( f̃4m+2 − f̃4m) ≥

i

∏
j=1

|aj,0| lim
m→∞

∣

∣

∣

∣

F
(2m+1−[ i+1

2 ])
i,0 − F

(2m−[ i+1
2 ])

i,0

∣

∣

∣

∣

[ i+1
2 ]

∏
j=1

(1 + a2j,1)2
[ i

2 ]
∏
j=1

(

1 + a2j+1,1 +
a2j+1,0

1 − |a2j+2,0|

)2 > 0.

From assumption about convergence of the series
∞

∑
n=1

n

∏
k=1

(ak,k+i)
(−1)n−k+1

for some value i and

from inequalities (21), (22) it follows that

lim
m→∞

( f̃4m+2 − f̃4m) ≥

i

∏
j=1

|a0,j| lim
m→∞

∣

∣

∣

∣

F
(2m+1−[ i+1

2 ])
0,i − F

(2m−[ i+1
2 ])

0,i

∣

∣

∣

∣

[ i+1
2 ]

∏
j=1

(1 + a1,2j)2
[ i

2 ]
∏
j=1

(

1 + a1,2j+1 +
a0,2j+1

1 − |a0,2j+2|

)2 > 0.

Remark. “Fork property” for ordinary approximants of even order is not valid. Really, let
b0 = 1, ai,k = 1, a2k−1,0 = a0,2k−1 = 1, a2k,0 = a0,2k = −

1
2 , i, k = 1, 2, . . . . Then f0 = 1, f2 = 25

6 ,
f4 = 2139

140 > f2.

Theorem 3. If sequence { f̃k} of figured approximants of BCF (1)–(2) whose elements satisfy
conditions (12) and (16) converges, then sequece { fk} of ordinary approximants converges to
the same limit.

Proof. Using the formulas (6)–(7), conditions (12) and (16) the following inequalities can be
proved in much the same way as inequalities (19)–(20)

1 ≤ Q
(p)
2k,0 ≤ 1 + a2k+1,1 +

a2k+1,0

1 − |a2k+2,0|
, k = 1, 2, . . . , p = 0, 1, . . . , (27)

1 − |a2k,0| ≤ Q
(p)
2k−1,0 ≤ 1 + a2k,1, k = 1, 2, . . . , p = 0, 1, . . . , (28)

1 ≤ Q
(p)
0,2k ≤ 1 + a1,2k+1 +

a0,2k+1

1 − |a0,2k+2|
, k = 1, 2, . . . , p = 0, 1, . . . , (29)

1 − |a0,2k | ≤ Q
(p)
0,2k−1 ≤ 1 + a1,2k, k = 1, 2, . . . , p = 0, 1, . . . . (30)

Using the formula (11), we consider the following differences f4m+p − f̃4m, f4n+p−2 − f̃4n−2,

m, n, p = 1, 2, . . . . We set Z
(1)
n,0 = 0, Z

(2)
n,0 = 0,

Z
(1)
n,m =

m

∑
i=1

(−1)i

(

F
(n−i)
i,0 − F

([m−i
2 ])

i,0

)

i

∏
j=1

aj,0

i

∏
j=1

Q
(n−j)
j,0 Q̃

(m−j)
j,0

, m = 1, 2, . . . , n > m,

Z
(2)
n,m =

m

∑
i=1

(−1)i

(

F
(n−i)
0,i − F

([m−i
2 ])

0,i

)

i

∏
j=1

a0,j

i

∏
j=1

Q
(n−j)
0,j Q̃

(m−j)
0,j

, m = 1, 2, . . . , n > m.
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Then

f4m+p − f̃4m = F
(4m+p)
0,0 − F

(2m)
0,0 + Z

(1)
4m+p,4m + Z

(2)
4m+p,4m

+

4m+1
∏
j=1

aj,0

4m+1
∏
j=1

Q̃
(4m+p−j)
j,0

4m

∏
j=1

Q̃
(4m−j)
j,0

+

4m+1
∏
j=1

a0,j

4m+1
∏
j=1

Q
(4m+p−j)
0,j

4m

∏
j=1

Q̃
(4m−j)
0,j

.

From (23), (27)–(30) it follows that

Z
(1)
4m+p,4m = −

m

∑
i=1

(

F
(4m+p−4i+3)
4i−3,0 − F

(2m−2i+1)
4i−3,0

) 4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

−

m

∑
i=1

(

F
(4m+p−4i+2)
4i−2,0 − F

(2m−2i+1)
4i−2,0

) 4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

(

F
(4m+p−4i+1)
4i−1,0 − F

(2m−2i)
4i−1,0

) 4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

(

F
(4m−p−4i)
4i,0 − F

(2m−2i)
4i,0

) 4i

∏
j=1

|aj,0|

4i

∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

=
m

∑
i=1

∣

∣

∣
F
(4m+p−4i+3)
4i−3,0 − F

(2m−2i+1)
4i−3,0

∣

∣

∣

4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

∣

∣

∣
F
(4m+p−4i+2)
4i−2,0 − F

(2m−2i+1)
4i−2,0

∣

∣

∣

4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

∣

∣

∣
F
(4m+p−4i+2)
4i−1,0 − F

(2m−2i)
4i−1,0

∣

∣

∣

4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q̃
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

+
m

∑
i=1

∣

∣

∣
F
(4m+p−4i)
4i,0 − F

(2m−2i)
4i,0

∣

∣

∣

4i

∏
j=1

|aj,0|

4i

∏
j=1

Q
(4m+p−j)
j,0 Q̃

(4m−j)
j,0

> 0.

Similarly Z
(2)
4m+p,4m > 0. Consequently

f4m+p − f̃4m > 0, m, l = 0, 1, . . . , p = 1, 2, . . . . (31)

Further,

f4n+p−2 − f̃4n−2 = F
(4n+p−2)
0,0 − F

(2n−1)
0,0 + Z

(1)
4n+p−2,4n−2 + Z

(2)
4n+p−2,4n−2

+

4n−1
∏
j=1

aj,0

4n−1
∏
j=1

Q
(4n+p−2−j)
j,0

4n−2
∏
j=1

Q̃
(4n−2−j)
j,0

+

4n−1
∏
j=1

a0,j

4n−1
∏
j=1

Q
(4n+p−2−j)
0,j

4n−2
∏
j=1

Q̃
(4n−2−j)
0,j

.
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From (25), (27)–(30) it follows that

Z
(1)
4n+p−2,4n−2=−

n

∑
i=1

(

F
(4n+p−4i+1)
4i−3,0 − F

(2n−2i)
4i−3,0

) 4i−3
∏
j=1

|aj,0|

4i−3
∏
j=1

Q
(4n+p−2−j)
j,0 Q̃

(4n−2−j)
j,0

−

n

∑
i=1

(

F
(4n+p−4i)
4i−2,0 − F

(2n−2i)
4i−2,0

) 4i−2
∏
j=1

|aj,0|

4i−2
∏
j=1

Q
(4n+2p+l−2−j)
j,0 Q̃

(4n−2−j)
j,0

+
n−1

∑
i=1

(

F
(4n+p−4i−1)
4i−1,0 − F

(2n−2i−1)
4i−1,0

) 4i−1
∏
j=1

|aj,0|

4i−1
∏
j=1

Q
(4n+p−2−j)
j,0 Q̃

(4n−2−j)
j,0

+
n−1

∑
i=1

(

F
(4n+p−4i−2)
4i,0 − F

(2n−2i−1)
4i,0

) 4i

∏
j=1

|aj,0|

4i

∏
j=1

Q
(4n+p−2−j)
j,0 Q̃

(4n−2−j)
j,0

< 0.

Similarly Z
(2)
4n+p−2,4n−2 < 0. Consequently

f4n+p−2 − f̃4n−2 < 0, n, p = 1, 2, . . . . (32)

Taking into account the inequalities (17), (31), (32) we obtain f̃4m < f4m+p+2 < f̃4m+2,
m = 0, 1, . . ., p = 1, 2, . . . . In the case of convergence of sequence { f̃2k} we conclude that
lim

n→∞
f̃n = lim

k→∞
fk.
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Антонова Т.М., Дмитришин М.В., Возна С.М. Деякi властивостi наближень гiллястих ланцю-

гових дробiв спецiального вигляду з додатними i знакопочережними частинними чисельниками //
Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 3–13.

Стаття присвячена дослiдженню збiжностi одного iз узагальнень ланцюгових дробiв — гiл-
лястих ланцюгових дробiв спецiального вигляду з двома гiлками розгалужень. Такi дроби, так
само як i двовимiрнi неперервнi дроби та гiллястi ланцюговi дроби з двома нерiвнозначними
змiнними, пов’язанi з проблемою вiдповiдностi мiж формальним подвiйним степеневим ря-
дом i послiдовнiстю рацiональних наближень функцiї двох змiнних.

На вiдмiну вiд неперервних дробiв, наближення яких будуються однозначно, iснує багато
способiв побудови наближень гiллястих ланцюгових дробiв загального та спецiального вигля-
ду. У роботi розглянуто звичайнi наближення та одну з конструкцiй фiгурних наближень
дослiджуваних гiллястих ланцюгових дробiв, яка пов’язана iз задачею вiдповiдностi.

Розглянуто деякi властивостi наближень таких гiллястих ланцюгових дробiв спецiального
вигляду, частиннi чисельники яких додатнi i знакопочережнi, а частиннi знаменники дорiвню-
ють одиницi. Встановлено деякi необхiднi i достатнi умови фiгурної збiжностi. Доведено, що
за сформульованих умов iз збiжностi послiдовностi фiгурних наближень випливає збiжнiсть
послiдовностi звичайних наближень до тої самої границi.

Ключовi слова i фрази: гiллястий ланцюговий дрiб спецiального вигляду, звичайнi наближе-
ння, фiгурнi наближення, збiжнiсть, фiгурна збiжнiсть.
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THE NONLOCAL PROBLEM FOR THE 2n DIFFERENTIAL EQUATIONS WITH

UNBOUNDED OPERATOR COEFFICIENTS AND THE INVOLUTION

We study a problem with periodic boundary conditions for a 2n-order differential equation
whose coefficients are non-self-adjoint operators. It is established that the operator of the prob-
lem has two invariant subspaces generated by the involution operator and two subsystems of the
system of eigenfunctions which are Riesz bases in each of the subspaces. For a differential-operator
equation of even order, we study a problem with non-self-adjoint boundary conditions which are
perturbations of periodic conditions. We study cases when the perturbed conditions are Birkhoff
regular but not strongly Birkhoff regular or nonregular. We found the eigenvalues and elements
of the system V of root functions of the operator which is complete and contains an infinite num-
ber of associated functions. Some sufficient conditions for which this system V is a Riesz basis are
obtained. Some conditions for the existence and uniqueness of the solution of the problem with
homogeneous boundary conditions are obtained.

Key words and phrases: operator of involution, differential-operator equation, eigenfunctions,
Riesz basis.
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1 INTRODUCTION

The theory of differential equations with an unbounded operator coefficient was initiated
by Hill and Yosida where the first theorems on the existence of the Cauchy problem solution
for a linear homogeneous differential equation with respect to a function with values in a
Banach space were obtained. Among works on this subject should be noted works of Kato T. ,
Krein S.G., Mizohata S., Phillips R.S.

The boundary value problems for linear differential-operator equations are used in the
simulation of boundary value problems for differential equations with partial derivatives, in
particular, in the study of nonlocal problems. Significant results concerning the theory of
boundary value problems for differential-operator equations were obtained in the papers of
Vishik M.I., Boehner M., Gorbachuk V.I. and Gorbachuk M.L., Dezin O.O., Dubinsky Yu.V.,
Kochubei A.N., Lions J.-L., Mamedov K.S., Romanko V.K., Shakhmurov Veli B., Triebel Kh.,
Yakubov S., Yurchuk N.Yu.

During recent years the number of publications with the use of an involution operator in
various sections of the theory of ordinary differential equations (see [2, 8–10, 12, 13, 15, 16]),
partial differential equations (see [1, 7, 11, 14, 17, 18]) and differential equations with operator
coefficients (see [3–6]) increased significantly.

In our article we will use the following notations. Let H be a separable Hilbert space and
A : D(A) ⊂ H → H be the closed unbounded linear operator with the discrete spectrum

УДК 517.927.5, 517.984.5
2010 Mathematics Subject Classification: 34G10,34K10,34K30,34L10.
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σ(A) ≡ {zk ∈ R, zk = α(k)γ, α, γ > 0, k = 1, 2, . . . }. We denote by V(A) ≡ {vk ∈ H : k =
1, 2, . . . } the system of the eigenfunctions of A which forms a Riesz basis in H, by W(A) ≡

{wm ∈ H : m = 1, 2, . . . } the biorthogonal system of the functions in the sense of equalities
(vk, wm; H) = 0, k 6= m, (vk, wk; H) = 1, k, m = 1, 2, . . .; H(As) ≡ {h ∈ H : Ash ∈ H},
s ≥ 0. Let H1 ≡ L2((0, 1), H) and Dx : H1 → H1 is a strong derivative in the space H1;
∥

∥

∥

u(x+△x)−u(x)
△x − Dxu; H1

∥

∥

∥
→ 0,△x → 0. Denote by H2 ≡ {u ∈ H1 : D2n

x u ∈ H1, A2nu ∈ H1};

by [H] the algebra of the bounded linear operators B : H → H. Denote by H0 ≡ L2(0, 1);
let I be the operator of the involution in the space H0, Iy(x) ≡ y(1 − x), and let E be the
identity transformation in H0, pj ≡

1
2(E + (−1)j I) are the orthoprojectors in the space H0,

H0,j ≡ {y ∈ H0 : y ≡ pjy}, j = 0, 1. Let us denote by W2n (0, 1) ≡ {y ∈ H0 : y(m)
∈ C[0, 1],

m = 0, 2n − 1, y(2n)
∈ H0}, by W∗ the space of the continuous linear functionals on the space

W2n(0, 1) and by W∗

j ≡ {l ∈ W∗ : ly = 0, y ∈ H2,1−j
⋂

W2n(0, 1)}; j = 0, 1.
We consider the following boundary problem

Lw ≡ (− 1)n D2n
x w(x) + A2nw(x)

+
n

∑
s=1

as

(

D2s−1
x w(x) + D2s−1

x w(1 − x)
)

= f (x), x ∈ (0, 1), (1)

ℓjw ≡ D
2j−1
x w(0)− D

2j−1
x w(1) + l1

j w = ϕj, (2)

ℓn+jw ≡ D
2j−2
x w(0)− D

2j−2
x w(1) = ϕn+j, (3)

where

ℓ
1
j w ≡

mj

∑
r=0

(bj,r,0Dr
xw(0) + bj,r,1Dr

xw(1)), j = 1, 2, . . . , n. (4)

The function w is called the solution of the problem (1)–(4) if

‖Lw − f ; H1‖ = 0, ‖ljw − ϕj; H
(

Aβj

)

‖ = 0,

βn+j = 2n − 2j +
3
2

, βj = 2n − max(mj, 2j − 1)−
1
2

,

aj, bj,r,s ∈ R, r = 0, 1, . . . , mj ≤ 2n − 1, s = 0, 1, j = 1, 2, . . . , n.
The paper is arranged as follows. In Section 2 we investigate the properties of the operator of
problem with periodic conditions for the equation (−1)ny(2n) = λy. In Section 3 we study the
spectral properties of the operator of a problem with boundary conditions that are periodic
perturbations. In Sections 4 we construct a commutative group of operators that map the root
functions of the operators of perturbed boundary-value problems. In Section 5 using these
operators, systems of root functions of boundary-value problem operators are constructed and
conditions for the completeness and basis property of these systems are established. In Sec-
tion 6 some analogous results are obtained for the operators of boundary problems generated
by differential equations with an involution.

2 A SPECTRAL PROBLEM WITH PERIODIC BOUNDARY CONDITIONS FOR A

DIFFERENTIAL-OPERATOR EQUATION

Consider the partial case of the problem (1)–(4) with aj = 0, bj,r,s = 0, r = 0, 1, . . . , mj,
s = 0, 1, j = 1, 2, . . . , n, namely

(− 1)n D2n
x u(x) + A2nu(x) = f (x), x ∈ (0, 1), (5)

ℓ0,ju ≡ D
2j−1
x u(0)− D

2j−1
x u(1) = 0, (6)

ℓ0,n+ju ≡ D
2j−2
x u(0)− D

2j−2
x u(1) = 0, j = 1, 2, . . . , n. (7)
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Let L0 be the operator of the problem (5)–(7),

L0u ≡ (−1)n D2n
x u + A2nu, u ∈ D(L0), D(L0) ≡ {u ∈ H2 : l0,ju = 0, j = 1, 2, . . . , 2n}.

Consider the spectral problem

(− 1)n D2n
x u(x) + A2nu(x) = λu(x), λ ∈ C, (8)

ℓ0,ju ≡ u(2j−1)(0)− u(2j−1)(1) = 0, j = 1, 2, . . . , 2n. (9)

We find the solution of the spectral problem (8), (9) as the product u(x) = y(x)vk , vk ∈ V(A),
k = 1, 2, . . . .

To determine the unknown function y ∈ W2n(0, 1) we obtain the spectral problem

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), λ ∈ C, (10)

ℓ0,jy ≡ y(2j−1)(0)− y(2j−1)(1) = 0, j = 1, 2, . . . , n, (11)

ℓ0,n+jy ≡ y(2j−2)y(0)− y(2j−2)(1) = 0, j = 1, 2, . . . , n. (12)

Let L0,k be the operator of the problem (10)–(12),

L0,ky ≡ (−1)ny(2n) + z2n
k y, y ∈ D(L0,k), D(L0,k) ≡ {y ∈ W2n(0, 1) : l0,jy = 0, j = 1, 2n}.

The roots ρj of the characteristic equation (−1)n
ρ

2n = λ − z2n
k of the differential equation

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), (13)

are defined by the relations

ρj = ωjρ, ω1 = i, ωj = i exp
(

i
π(j − 1)

2n

)

, j = 2, 3, . . . , n.

The fundamental system of the solutions of the differential equation (13) is defined by the
formulas

Yj(x, ρ) ≡
1
2
(exp ωjρx + exp ωjρ(1 − x)) ∈ H2,0, j = 1, 2, . . . , n, (14)

Yn+j(x, ρ) ≡
1
2
(exp ωjρx − exp ωjρ(1 − x)) ∈ H2,1, j = 1, 2, . . . , n. (15)

Substituting the general solution

y(x, ρ) =
2n

∑
s=1

CsYs(x, ρ)

of the differential equation (13) into the boundary conditions (11), (12) we obtain the equation
for determination the eigenvalues of the operator L0,k

∆(ρ) = det(lrYj)
2n
r,j=1 = 0. (16)

By substituting the functions (14), (15) in the boundary conditions (11), (12), we obtain
l0,rYn+j = 0, l0,n+rYj = 0, j, r = 1, 2, . . . , n. Therefore ∆(ρ) = ∆0(ρ)∆1(ρ) = 0, where
∆s(ρ) = det(lsn+rYsn+j)

n
r,j=1, s = 0, 1.

The operator L0,k is self-adjoint (see [15]). Therefore the solutions of the equation (16) are
ρq = 2qπi, q = 0, 1, 2, . . . , which are numbered in ascending order and lie on the half-line
Imρ = 0, Reρ ≥ 0.

Thus, the operator L0,k has eigenvalues λq,k = (ρq)2n + z2n
k , q = 0, 1, . . . . We obtain the

following result.
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Lemma 2.1. The self-adjoint operator L0,k has a point spectrum

σ (L0,k) =
{

λq ∈ R : λq = (2πq)2n + z2n
k , q = 0, 1, . . .

}

and a system of eigenfunctions

V (L0,k) ≡
{

vq (x) ∈ L2 (0, 1) : v0 (x) = 1, v2q (x) ≡
√

2 cos 2πqx,

v2q−1 (x) ≡
√

2 sin 2πqx, q = 1, 2, . . .
}

,

which is an orthonormal basis of the space H0.

Remark 2.1. The systems

V0 (L0,k) ≡
{

v2q (x) : q = 0, 1, . . .
}

, V1 (L0,k) ≡
{

v2q−1 (x) : q = 1, 2, . . .
}

form an orthonormal basis in spaces H0,0 and H0,1, respectively.

Therefore, the operator L0 has the following eigenfunctions in the space H1

V(L0) ≡
{

vq,k(x, L0) ∈ H1 : vq,k(x, L0) ≡ vq(x)vk , q = 0, ∞, k = 1, ∞
}

.

A system of functions {hs}
∞
s=1 ⊂ H is called a Riesz basis in a Hilbert space H , if {hs}

∞
s=1 is

complete in the space H, and for any orthonormal basis {es}
∞
s=1 ⊂ H there exists an isomor-

phism B : H → H, Bes = hs, s = 1, 2, . . . .
The product of a system V(A) and an orthonormal system V(L0,k) is the Riesz basis (see [9])

in the space H1. Thus, the following theorem is true.

Theorem 1. The operator L0 has a discrete spectrum

σ(L0) ≡
{

λq,k ∈ R : λq,k ≡ ρ
2n
q + z2n

k , k = 1, ∞, q = 0, ∞
}

,

and the system of the eigenfunctions V(L0) forms the Riesz basis in the space H1.

Let us consider the functions

yr

(

x, ρq

)

≡
1
2 (1 + eωrρq)−1

(

eωrρqx + eωrρq(1−x)
)

,

y1
(

x, ρq
)

≡
1
2 (1 − 2x) sin ρqx, r = 2, 3, . . . , n, q = 1, 2, . . . ,

(17)

and determine the square matrix

B0,p
(

x, ρq
)

≡ (β
0
p,s)

n
p,s=1

of the order n according to the following: the row with number p is determined by the elements
of the system (17) β

0
p,s

(

x, ρq

)

≡ ys

(

x, ρq

)

and the other lines by the formulas β
0
j,s

(

x, ρq

)

≡

(ωs)
2j−1 with j 6= p, j, s = 1, 2, . . . , n.

We denote the determinant of the matrix B0,p
(

x, ρq

)

by y1,p
(

x, ρq

)

.
Substituting the determinant into conditions (11), (12), we obtain

l0,ry1,p = 0, r 6= p, l0,py1,p = (ρq)2p−1h(i)Wn , (18)
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where the Vandermonde determinant Wn is constructed by the numbers

1, (ω2)
2 , . . . , (ωn)

2 , h (i) = (−i)n−1 i, i =
√

−1, r = 1, . . . , 2n, m = 1, 2, . . . , n.

Consider the functions y2,p
(

x, ρq

)

≡ (h(i)Wn)−1 y1,p
(

x, ρq

)

, p = 1, 2, . . . , n.
From the relation (18) we obtain

l0,ry2,p = 0, r 6= p, l0,py2,p =
(

ρq

)2p−1 , p, r = 1, 2, . . . , n. (19)

Similarly, let us consider the system of functions

yn+r

(

x, ρq

)

≡
1
2 (1 − ewrρq)−1

(

ewrρqx
− ewrρq(1−x)

)

,

yn+1
(

x, ρq

)

≡
1
2 (1 − 2x) cos ρqx, r = 2, 3, . . . , n, q = 1, 2, . . . ,

(20)

and a square matrix
B1,r

(

x, ρq

)

≡ (β
1
p,s)

n
p,s=1

of the order n which rows are determine by following: the row with number r is determined by
the elements of the system (20) β

1
r,s

(

x, ρq
)

≡ yn+s
(

x, ρq
)

and the other lines by the equalities

β
1
j,s

(

x, ρq

)

≡ (ωs)
2j−2 , j 6= r, r, s = 1, 3, . . . , n.

We denote the determinant of the matrix by y1,n+r

(

x, ρq
)

.
Substituting it into conditions (11), (12), we get

l0,jy1,n+r = 0, j 6= n + r, l0,n+ry1,n+r = Wn
(

ρq

)2r−2 . (21)

Let us define the functions y2,n+r

(

x, ρq

)

≡ (Wn)−1 y1,n+r

(

x, ρq

)

, r = 1, 2, . . . , n.
Taking the relation (21) for the functions y2,n+r(x, pq) into account, we obtain

l0,jy2,n+r = 0, j 6= n + r, l0,n+ry2,n+r =
(

ρq

)2r−2 , j = 1, . . . , 2n, r = 1, 2, . . . , n.

Remark 2.2. There exist positive numbers K0, K1 such that

K1 ≤ ‖y2,j(x, ρq); H0‖ ≤ K2 < ∞, j = 1, 2, . . . , 2n, q = 1, 2, . . . . (22)

Here Ks, s ∈ N, are positive constants.

3 NONLOCAL BOUNDARY VALUE PROBLEM

For the differential-operator equation (5) and an arbitrary fixed p ∈ {1, 2, . . . , n} and b ∈ R

we consider the boundary value problem

ℓ1,ju ≡ D
2j−1
x u(0)− D

2j−1
x u(1) = 0, j 6= p, j = 1, 2, . . . , n, (23)

ℓ1,pu ≡ D
2p−1
x u(0)− D

2p−1
x u(1) + l2

pu = 0, (24)

ℓ1,n+ju ≡ D
2j−2
x u(0)− D

2j−2
x u(1) = 0, j = 1, 2, . . . , n, (25)

with
ℓ

2
pu ≡ b(D

2p−1
x u(0) + D

2p−1
x u(1)) = 0, b ∈ R. (26)
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We will use following notations. Let L1 be the operator of the problem (5), (23)–(26) and L1u ≡

(−1)nD2n
x u(x) + A2nu(x), u ∈ D(L1), D(L1) ≡ {u ∈ H2 : l1,ru = 0, r = 1, 2n}.

We find the solution of the spectral problem (8), (23)–(26) as the product u(x) = y(x)vk ,
vk ∈ V(A), k = 1, 2, . . . .

To determine the unknown function y ∈ W2n(0, 1) we consider the spectral problem

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), λ ∈ C, (27)

ℓ1,jy ≡ y(2j−1)(0)− y(2j−1)(1) = 0, j 6= p, j = 1, 2, . . . , n, (28)

ℓ1,py ≡ y(2p−1)(0)− y(2p−1)(1) + l2
py = 0, (29)

l1,n+jy ≡ y(2j−2) (0)− y(2j−2) (1) = 0, j = 1, 2, . . . , n, (30)

with
l2
py ≡ b

(

y(2p−1) (0) + y(2p−1) (1)
)

. (31)

Let L1,k ≡ L1,k,p be the operator of the problem (27)–(31) and

L1,ky ≡ (−1)ny(2n)(x) + z2n
k y(x), y ∈ D(L1,k), D(L1,k) ≡ {y ∈ W2n(0, 1) : l1,jy = 0, j = 1, 2n}.

Let V (L1,k) be the system of root functions of the operator L1,k, let R(L1,k) ≡ E + S(L1,k) be
the operator which maps the system V (L0,k) into the system V(L1,k).

Theorem 2. For any b ∈ R, p ∈ {1, 2, . . . , n}, the operator L1,k has the point spectrum σ (L0,k)
and the system of root functions V (L1,k) forms a Riesz basis in H0.

Proof. We will show that eigenvalues of the operators L0,k and L1,k coincide.
We substitute the fundamental system (14), (15) for the solutions of the differential equation

(27) into the boundary conditions (28)–(31). Using l2
pyn+j(x, ρ) = 0, j, p = 1, n, we obtain the

same equations for determination the spectrum

det(l1,jyr(x, ρ))2n
j,r=1 = det(l1,jyr(x, ρ))n

j,r=1 det(l1,n+jyn+r(x, ρ))n
j,r=1.

Let us define elements of the system V (L1,k) .
It is easy to see that v2q(x) ∈ D (L1,k), L1,kv2q (x) = λqv2q (x), q = 0, 1, 2, . . . . Hence

v2q (x, L1,k) ≡ v2q (x) , q = 0, 1, . . . . (32)

We define the root functions of the operator L1,k as

v2q−1 (x, L1,k) ≡ v2q−1 (x) + cb,py2,p
(

x, ρq

)

. (33)

Substituting (33) into the boundary condition (29) and taking the equality (19) into account,
we obtain cb,p = −

√

2b,

v2q−1 (x, L1,k) ≡ v2q−1 (x)−
√

2by2,p
(

x, ρq

)

, q = 1, 2, . . . . (34)

Thus, the operator L1,k has a system of root functions (32)–(34) in the sense of equalities

L1,kv2q−1 (x, L1,k) = λq,kv2q−1 (x, L1,k) + ξb,qv2q (x, L1,k) ,

ξb,q = −4
√

2bn
(

ρq

)2n−1 , L1,kv2q (x, L1,k) = λq,kv2q (x, L1,k) , q = 1, 2, . . . .

Given the regularity according to Birkhoff (see [15]) of boundary conditions (28)–(31) we
obtain that the system V(L1,k) is complete and minimal in the space H0.
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Let Wn−1 be the Vandermonde determinant constructed by elements ω
2
2, ω

2
3, . . . , ω

2
n;

let R1 ≡ E + S1 be the operator which maps the system V (L0) into the system V1 and ele-
ments of this system are

v2q−1,1 (x) ≡ (1 −
√

2
−1

Wn(h(i)Wn−1)−1b(1 − 2x))v2q−1(x),

v0,1(x) ≡ v0(x), v2q,1(x) ≡ v2q(x), q = 1, 2, . . . .
(35)

Lemma 3.1. The system V1 forms a Riesz basis in H0.

Proof. For an arbitrary function ϕ ∈ H0 we have

ϕ = ϕ0v0 (x) +
∞

∑
q=0

(

ϕ2qv2q (x) + ϕ2q−1v2q−1 (x)
)

∈ H0,

‖ϕ; H0‖
2 = |ϕ0|

2 +
∞

∑
q=1

(

∣

∣

ϕ2q

∣

∣

2
+

∣

∣

ϕ2q−1
∣

∣

2
)

< ∞,

consider the function

ϕ1 = R1 ϕ = ϕ0v0,1(x) +
∞

∑
q=1

(

ϕ2qv2q,1(x) + ϕ2q−1v2q−1,1(x)
)

,

‖R1 ϕ; H0‖
2
≤ K3‖ϕ; H0‖

2, K3 = 2
(

1 + |Wn(Wn−1)−1b|2
)

.

Therefore ‖R1; [H0]‖
2
≤ K3 < ∞, R1 ≡ E + S1 ∈ [H0], R−1

1 ≡ E − S1 ∈ [H0]. Taking into
account the Bari Theorem (see [9]), we obtain the following statement: the system V1 forms the
Riesz basis in H0.

Therefore, the operator L1 has the following system of root functions in the space H1

V(L1) ≡
{

vq,k(x, L1) ≡ vq(x, L1,k) vk ∈ H1 : q = 0, ∞, k = 1, ∞
}

.

Remark 3.1. The operator L1 has a system of root functions in the means of equalities

L1v2q−1,k (x, L1) = λq,kv2q−1,k (x, L1) + ξb,qv2q,k (x, L1) ,

ξb,q = −4
√

2bn
(

ρq

)2n−1 , q, k = 1, 2, . . . ,

L1v2q,k (x, L1) = λq,kv2q,k (x, L1) , q = 0, 1, . . . , k = 1, 2, . . . .

Theorem 3. For any fixed numbers p ∈ {1, 2, . . . , n}, b ∈ R, the system V(L1) is the Riesz
basis of the space H1.

Proof. Let R(L1,k) ≡ E + S(L1,k) : V(L0,k) → V(L1,k), let pk be a projection in H, pky ≡

(y, wk(A); H)vk, R(L1) ≡
∞

∑
k=1

R(L1,k)pk.

From the definition of the operator R(L1) = E+ S(L1) it follows that R−1(L1) = E− S(L1).
Therefore the system V(L1) is complete and minimal in the space H1. Taking into ac-

count the representations of the elements of the system V(L1,k) and Theorem 2, we obtain
‖R(L1); [H1]‖ ≤ K4‖R(L1,k); [H0]‖ < ∞.

Taking into account the Bari Theorem (see [9]), we obtain the following statement: the
system V1 forms the Riesz basis in H1.
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4 TRANSFORMATION OPERATORS

For any k ∈ N, p ∈ {1, 2, . . . , n}, we define the operator Bp : H0 → H0 as the operator
whose eigenvalues coincide with eigenvalues of the operator L0,k, and the root functions are
defined by

v2s(x, Bp) ≡ v2s(x), v2q−1(x, Bp) ≡ v2q−1(x) + cq(Bp)y2,p(x, ρq), (36)

where cq(Bp) ∈ R, s = 0, 1, . . . , q = 1, 2, . . . .
The operator which maps the system V(L0,k) into the system V(Bp) of the root functions of

the operator Bp is denoted by R(Bp) ≡ E+ S(Bp), where S(Bp) : H0,0 → H0,1, S(Bp) : H0,1 → 0.
We denote by G0,p(L0,k) ≡ {R(Bp)} such that the root functions of the operator Bp are

defined by the equalities (36), and G0,p,c(L0,k) ≡ G0,p(L0,k) ∩ [H0].

Remark 4.1. Using that S(Bp) : H0,0 → H0,1, S(Bp) : H0,1 → 0 we obtain S2
(

Bp
)

= 0,
R−1(Bp) ≡ E − S

(

Bp

)

.
Consequently, the operator R(Bp) has a dense domain in the space H0 and the system of

root functions is complete and minimal in H0.

Similarly, using the root functions of an adjoint operator L∗

1,k , we define the functions

w0
(

x, Bp

)

≡ v0 (x) + c0 (1 − 2x) ,

w2q

(

x, Bp

)

≡ v2q (x) + cq

(

Bp

)

y2,2n−p−1
(

x, ρq

)

, w2q−1
(

x, Bp

)

≡ v2q−1 (x) , q = 1, 2, . . . ,

and the set of operators G1,p (L0,k) ≡
{

R
(

B∗

p

)

= E + S
(

B∗

p

)

, R
(

Bp

)

∈ G0,p (L0,k)
}

.

Theorem 4. For any b ∈ R, p ∈ {1, 2, . . . , n}, the operator Bp has the point spectrum σ (L0,k)
and the system of root functions V (L1,k) forms the Riesz basis in H0 if and only if the sequence
cq

(

Bp

)

is bounded, i.e.
∣

∣cq

(

Bp

)
∣

∣ ≤ K5 < ∞, q = 1, 2, . . . .

Proof. The necessity. Let the system V
(

Bp

)

be the Riesz basis in H0, i.e. R
(

Bp

)

∈ [H0], then
S
(

Bp

)

= E − Rp (B) ∈ [H0]. From the definition of the operator Bp we have

S
(

Bp

)

v2q−1 (x) = cq

(

Bp

)

y2,p
(

x, ρq

)

, q = 1, 2, . . . .

Therefore, taking the estimate (22) into account, we obtain
∣

∣cq

(

Bp

)
∣

∣ ≤ ‖S(Bp); [H0]‖‖y2,p(x, ρq); H0‖
−1

≤ K6 < ∞,

K6 = K−1
5 ‖S(Bp); [H0]‖, q = 1, 2, . . . .

The sufficiency. The completeness of the system V
(

Bp

)

in the space H0 follows from Remark 4.1.
Let ϕ ∈ H0, ϕ = ϕ0 + ϕ1, ϕs ∈ H0,s, s = 0, 1. Then we have

ϕ = ϕ0v0 (x) +
∞

∑
q=1

(

ϕ2qv2q (x) + ϕ2q−1v2q−1 (x)
)

∈ H0,

‖ϕ; H0‖
2 = |ϕ0|

2 +
∞

∑
q=1

(

∣

∣ϕ2q

∣

∣

2
+

∣

∣ϕ2q−1
∣

∣

2
)

< ∞,

R
(

Bp
)

ϕ = ϕ0v0
(

x, Bp
)

+
∞

∑
q=1

(

ϕ2qv2q

(

x, Bp
)

+ ϕ2q−1v2q−1
(

x, Bp
))

∈ H0,

R
(

Bp

)

ϕ = ϕ0v0
(

x, Bp

)

+
∞

∑
q=1

(

ϕ2qv2q (x) + ϕ2q−1cq

(

Bp

) (

v2q−1 (x, L1,k)− v2q−1 (x)
))

,

‖R(Bp)ϕ; H0‖
2
≤ K7‖ϕ; H0‖

2, K7 = 3
(

1 + K2
6 + K2

6‖R(L1,k); [H0]‖
2
)

.



22 BARANETSKIJ YA.O., DEMKIV I.I., IVASIUK I.YA., KOPACH M.I.

Therefore, ‖R(Bp); [H0]‖
2
≤ K7 < ∞.

Consider equalities R
(

Bp

)

= E + S
(

Bp

)

, R−1
(

Bp

)

= E − S
(

Bp

)

. We have

R−1 (Bp
)

= 2E − R
(

Bp
)

.

Therefore,
∥

∥R−1
(

Bp
)

; [H0]
∥

∥

2
≤ K8 < ∞, K8 = 8 + 2K7. Taking into account the Bari

Theorem (see [9]), we obtain that the system V1 forms the Riesz basis in H0.

Suppose that Q0(I) is a set of operators R = E + S, such that S : H0,0 → H0,1, S : H0,1 → 0,
Q0,c(I) ≡ [H0]

⋂

Q0(I). Using that S2(Bp) = 0, R(Bp) ∈ G0,p(L0,k) ⊂ Q0(I) on the set Q0(I),
we can define the operation of multiplication

R1R2 ≡ (E + S1) (E + S2) = E + S1 + S2, R1, R2 ∈ Q0(I).

In particular, (E + S) (E − S) = E − S2 = E, R = E + S ∈ Q0(I).
Therefore, for each operator R = E + S ∈ Q0(I) there exists a unique inverse operator

R−1 = E − S.
According to the definition of the operator Bp and the set G0,p(L0,k) we have the inclusions

G0,p(L0,k) ⊂ Q0(I), Gc,0,p(L0,k) ⊂ Q0,c (I) , p ∈ {1, 2, . . . , n}.

Thus, the set Q0(I) is an Abelian group which contains the Abelian subgroups Qc,0 (I) ,
G0,p (L0,k) , G0,c,p (L0,k) , p ∈ {1, 2, . . . , n}. Therefore, for all operators Rj = E + Sj ∈ Q0 (I) ,
j = 1, 2 . . . , d, d ∈ N, the following equality

d

∏
j=1

Rj ≡

d

∏
j=1

(

E + Sj

)

= E +
d

∑
j=1

Sj, d ∈ N, (37)

holds.

5 NONLOCAL BOUNDARY VALUE PROBLEMS FOR A DIFFERENTIAL-OPERATOR EQUATION

5.1. For the differential-operator equation (5) and arbitrary fixed indices bp,r,s ∈ R, p ∈

{1, 2, . . . , n}, r = 0, 1, . . . , kj, s = 0, 1, j = 1, 2, . . . , n, we consider the boundary problem gener-
ated by nonlocal conditions

ℓ2,jw ≡ D
2j−1
x w(0)− D

2j−1
x w(1) = 0, j 6= p, (38)

ℓ2,pw ≡ D
2p−1
x w(0)− D

2p−1
x w(1) + l1

pw = 0, (39)

ℓ2,n+jw ≡ D
2j−2
x w(0)− D

2j−2
x w(1) = 0, j = 1, 2, . . . , n, (40)

where

ℓ
1
pw ≡

mp

∑
r=0

(bp,r,0Dr
xw(0) + bj,r,1Dr

xw(1)). (41)

Assumption P1: bp,r,0 = (−1)r+1bp,r,1, r = 0, 1, . . . , mp, j, p = 1, 2, . . . , n.
Assumption P2: mp ≤ 2p − 1, p = 1, 2, . . . , n.

Remark 5.1. Assumption P1 implies that l1
p ∈ W∗

1 , p = 1, 2, . . . , n.
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Let L2 ≡ L2,p be the operator of the problem (5), (38)–(41) and

L2u ≡ (−1)n D2n
x u(x) + A2nu(x), u ∈ D(L2), D(L2) ≡ {u ∈ H2 : l2,ju = 0, j = 1, 2, . . . , 2n}.

The solution of the spectral problem (5), (38)–(41) is defined as the product w(x) = y(x)vk ,
vk ∈ V(A), k = 1, 2, . . . .

To determine the unknown function y ∈ W2n(0, 1) we consider the spectral problem

(− 1)n y(2n)(x) + z2n
k y(x) = λy(x), λ ∈ C, (42)

ℓ2,jy ≡ y(2j−1)(0)− y(2j−1)(1) = 0, j 6= p, (43)

ℓ2,py ≡ y(2p−1)(0)− y(2p−1)(1) + l1
py = 0, (44)

ℓ2,n+jy ≡ y(2j−2)(0)− y(2j−2(1) = 0, j = 1, 2, . . . , n. (45)

Let L2,k ≡ L2,k,p be the operator of the problem (42)–(45) and

L2,ky ≡ (−1)n y(2n)(x) + z2n
k y(x),

y ∈ D(L2,k), D(L2,k) ≡ {y ∈ W2n(0, 1) : l2,jy = 0, j = 1, 2, . . . , 2n}.

Theorem 5. Suppose that the Assumption P1 holds. Then for arbitrary numbers bp,r,s ∈ R, s =
0, 1, r = 0, 1, . . . , mp, p ∈ {1, 2, . . . , n}, the following statements hold

1) the eigenvalues of the operators L0,k and L2,k coincide;
2) the system V(L2,k) is complete and minimal in the space H0 ;
3) if in addition the Assumption P2 holds, then the system V(L2,k) is the Riesz basis of the

space H0.

Proof. The proof of part 1 of the theorem can be made in the same way as in Theorem 2.
Let us define the elements of the system V(L2,k). A direct substitution gives that the func-

tion v2q(x), q = 0, 1, . . . , satisfies the conditions (43)–(45) . Therefore, the root function of the
operator L2,k with respect to the eigenvalue λq,k is defined by

v2q(x, L2,k) = v2q(x, L0,k), q = 0, 1, . . . ,

v2q−1(x, L2,k) = v2q−1(x) + cq,py2,p(x, ρq),

cq,p = −l1
p(v2q−1(x))(l2,py2,p(x, ρq))

−1, q = 1, 2, . . . .

Consequently L2,k ∈ Q0(I). If the Assumption P2 holds, then from the inequality
|l1

p,bv2q−1| ≤ K9(ρq)2p−2 we obtain the inequality

|l1
p(v2q−1(x))(l2,n+py2,p(x, ρ0,q))

−1
| ≤ K10 < ∞. (46)

Taking Theorem 4 into account, we obtain the third statement of the theorem.

Therefore, the operator L2 has the following system of root functions in the space H1

V(L2) ≡
{

vq,k(x, L2) ≡ vq(x, L2,k)vk : q = 0, ∞, k = 1, ∞
}

.

Remark 5.2. The operator L2 has a system of root functions in the means of equalities

L2v2q−1,k (x, L2) = λq,kv2q−1,k (x, L2) + ξq,pv2q,k (x, L2) , (47)

ξq,p = −4
√

2(ρq)
2n−1cq,p, q, k = 1, 2, . . . , (48)

L2v2q,k (x, L2) = λq,kv2q,k (x, L2) , q = 0, 1, . . . , k = 1, 2, . . . . (49)
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Theorem 6. Suppose that the Assumption P1 holds. Then, for arbitrary numbers bp,r,0 ∈ R,
r = 0, 1, . . . , mp, p ∈ {1, 2, . . . , n}, the following statements hold

1) the eigenvalues of the operators L0 and L2 coincide;
2) the system V(L2) is complete and minimal in the space H1;
3) if in addition the Assumption P2 holds, then the system V(L2) forms the Riesz basis of

the space H1.

Proof. Taking Theorem 5 into account, it is possible to determine the elements of a system
W(L2,k) which is biorthogonal to the system V(L2,k) in the space H0.

Therefore, there exists W(L2) ≡ {wq,k(x, L2)wk : q = 0, 1, . . . , k = 1, 2, . . . .} which is the
biorthogonal system of functions to the system V(L2) in the space H1.

Thus the second statement of the theorem is proved.
Suppose that the Assumption P2 holds. Taking the inequalities (46) into account, we obtain

the estimate
‖R(L2); [H1]‖ ≤ K11 < ∞.

From the Bari Theorem (see [9]) we obtain the statement: the system V1 forms the Riesz basis
in H1.

5.2. Consider the spectral problem

(−1)nD2n
x w(x) + A2nw(x) = λw(x), (50)

ℓjw ≡ D
2j−1
x w(0)− D

2j−1
x w(1) + l1

j w = 0, (51)

ℓn+jw ≡ D
2j−2
x w(0)− D

2j−2
x w(1) = 0, (52)

where

ℓ
1
j w ≡

mj

∑
r=0

(bj,r,0Dr
xw(0) + bj,r,1Dr

xw(1)), j = 1, 2, . . . , n. (53)

Let L3 be the operator of the problem (50)–(53) and

L3u ≡ (−1)n D2n
x u + A2nu, u ∈ D(L3), D(L3) ≡ {u ∈ H2 : lju = 0, j = 1, 2, . . . , 2n}.

We find the solution of the spectral problem (50)–(53) as the product w(x) = y(x)vk ,
vk ∈ V(A), k = 1, 2, . . . .

To determine the unknown function y ∈ W2n(0, 1) we obtain the spectral problem

(−1)ny(2n) + z2n
k y = λy, λ ∈ C, (54)

ℓjy ≡ y(2j−1)(0) + y(2j−1)(1) + l1
j y = 0, (55)

ℓn+jy ≡ y(2j−2)(0)− y(2j−2)(1) = 0, j = 1, 2, . . . , n. (56)

Let L3,k be the operator of the problem (54)–(56);

L3,ky (x) ≡ (−1)n y(2n) (x) + z2n
k ;

y ∈ D (L3,k) ; D (L3,k) ≡
{

y ∈ W2n (0, 1) : ljy = 0, j = 1, 2, . . . , 2n
}

;

let V (L3,k) be the system of root functions of the operator L3,k.
We can prove that

v2q (x) ∈ D (L3,k) , L3,kv2q (x) = λq,kv2q (x) , q = 0, 1, . . . .
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Therefore,
v2q (x, L3,k) ≡ v2q (x) , q = 0, 1, . . . . (57)

The root functions of the operator L3,k are determined by the equalities

v2q−1 (x, L3,k) ≡ v2q−1 (x) +
n

∑
p=1

c1,q,py2,p
(

x, ρq
)

, q = 1, 2, . . . . (58)

Substituting the expression (58) into the boundary conditions (55), (56), we obtain

c1,q,p = −

√

2
mp

∑
r=0

(−1)r−2p+1 bp,r,0
(

ρq

)2+r−2p , p = 1, 2, . . . , n, q = 1, 2, . . . . (59)

Thus, the operator L3,k has the system of root functions (57)–(59) in the means of equalities

L3,kv2q−1 (x, L3,k) = λq,kv2q−1 (x, L3,k) + ξ
0
qv2q (x, L3,k) ,

ξ
0
q = 2

√

2n
(

ρq
)2n−1

n

∑
p=1

cp,q, q = 1, 2, . . . ,

L3,kv2k (x, L3,k) = λq,kv2k (x, L3,k) , q = 0, 1, . . . .

Let R (L3,k) be the operator which acts as V (L0,k) → V (L3,k) . From the formulas (37), (58),
we obtain the relation

R(L3,k) =
n

∏
p=1

R(L2,k,p) = E +
n

∑
p=1

S(L2,k,p). (60)

Therefore, we have the inclusion R (L3,k) ∈ G0 (L0,k) ⊂ Q0 (I) . Thus, we obtain the following
statement.

Lemma 5.1. Suppose that the Assumption P1 holds. Then, for the any fixed bp,r,0 ∈ R, r =
0, 1, . . . , mp, p = 1, 2, . . . , n, the system V(L3,k) is complete and minimal in the space H0.

Consider the system V2 of functions

v0,2 (x) ≡ v0 (x) , v2q,2 (x) ≡ v2q (x, ) , q = 1, 2, . . . ,

v2q−1,2(x) ≡ (1 + τ2)(1 − 2x))v2q−1(x),

τ2 ≡ Wn(Wn−1)−1cb, cb ≡

n

∑
p=1

bp,2p−1,0.

Let R2 = E + S2 be the operator which acts as V (L0,k) → V2.
Using that S2 : H0,1 −→ 0, S2 : H0,0 −→ H0, we obtain that R2 ∈ Q0(I).

Lemma 5.2. Suppose that the Assumptions P1, P2 hold. Then the system V2 forms the Riesz
basis in the space H0.

The proof is carried out analogously in Lemma 3.1.

Remark 5.3. Suppose that the Assumptions P1, P2 hold. Then the following relations hold

v2q−1(x, L3,k) = v2q−1,2(x) +
n

∑
j=2

c1
j,qyj(x, ρq) + (ρq)

−1c2
q(1 − 2x))v2q−1(x), (61)

where
|c1

j,q| ≤ K12, |c2
q| ≤ K12 < ∞, q = 0, 1, . . . .

Therefore, the systems V(L3,k) and V2 are squarely close in the space H0.
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Lemma 5.3. Suppose that the Assumptions P1, P2 hold. Then, for any fixed bp,r,0 ∈ R, r =
0, 1, . . . , mp, p = 1, 2, . . . , n, the system V(L3,k) forms the Riesz basis in the space H0.

The statement follows from Lemma 5.1, Lemma 5.2, Remark 5.4 and the Bari Theorem
(see [9]).

Theorem 7. Suppose that the Assumption P1 holds. Then, for any bp,r,0 ∈ R, r = 0, 1, . . . , mp,
r, p = 1, 2, . . . , n, the following assertions are true

1) the eigenvalues of the operators L0,k and L3,k coincide;
2) the system V(L3,k) is complete and minimal in the space H0;
3) if in addition the Assumption P2 holds, then the system V(L3,k) forms the Riesz basis of

the space H0.

Proof. The proof of part 1 of the theorem follows from Theorem 3, the second statement follows
from Lemma 5.1 and the third statement follows from Lemma 5.3.

Let
V(L3) ≡

{

vq,k(x, L3) ≡ vq(x, L3,k)vk ∈ W1 : q = 0, ∞, k = 1, ∞
}

forms the system of the root functions of the operator L3. Let

W(L3,k) ≡
{

wq,k(x, L3) ∈ H1 : q = 0, ∞
}

be the biorthogonal system of functions to the system V(L3,k) in the space H0. Let

W(L3) ≡
{

wq,k(x, L3) ≡ wq(x, L3,k)wk ∈ H1 : q = 0, ∞, k = 1, ∞
}

,

be the biorthogonal system of functions to the system V(L3) in the space W1 and R(L3) be the
operator which acts as V (L0) → V (L3) .

Theorem 8. Suppose that the Assumption P1 holds. Then, for all numbers bp,r,0 ∈ R,
r = 0, 1, . . . , mp, p = 1, 2, . . . , n, the following assertions are true

1) the eigenvalues of the operators L0 and L3 coincide;
2) the system V(L3) is complete and minimal in the space H1;
3) if in addition the Assumption P2 holds, then the system V(L3) forms the Riesz basis of

the space H1.

Proof. The proof of part 1 and 2 of the theorem follows from Theorem 7. Taking the relations
(60), (61) into account we obtain the equality

R(L3) ≡
n

∏
j=1

R(L2,j) ≡
n

∏
j=1

(

E + S(L2,j)
)

= E +
n

∑
j=1

S(L2,j). (62)

Let Assumptions P1 and P2 hold. Then from the equality (62) and the assertion 3 of Theo-
rem 7 we obtain

R(L3) ∈ [H1], R(L3)
−1 = E − S(L3) ∈ [H1].

Therefore, the system V(L3) forms the Riesz basis of the space H1.

Remark 5.4. The operator L3 has the system of root functions in the means of the equalities

L3v2q−1,k(x, L3) = λq,kv2q−1,k(x, L3) + ξ
0
q,kv2q,k(x, L3),

ξ
0
q,k = 2

√

2τ2n
(

ρq

)2n−1
n

∑
p=1

cp,q, q = 1, 2, . . . ,

L3v2q,k(x, L3) = λq,kv2q−1,k(x, L3), q = 0, 1, . . . .
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We consider the system of functions

V3 ≡

{

vq,k,3(x) ∈ H1 : vq,k,3(x) ≡ vq,1(x)vk , q = 0, ∞, k = 1, ∞
}

.

Remark 5.5. The systems V(L3) and V3 are squarely close in the space H1.

6 THE SPECTRAL BOUNDARY VALUE PROBLEM FOR A DIFFERENTIAL-OPERATOR EQUATION

WITH INVOLUTION

Consider the spectral problem

(−1)nD2n
x u + A2nu +

n

∑
s=1

as

(

D2s−1
x u(x) + D2s−1

x u(1 − x)
)

= λu, (63)

ℓju ≡ D
2j−1
x u(0)− D

2j−1
x u(1) + l1

j u = 0, (64)

ℓn+ju ≡ D
2j−2
x u(0)− D

2j−2
x u(1) = 0, (65)

with

ℓ
1
j u ≡

mj

∑
r=0

(bj,r,0Dr
xu(0) + bj,r,1Dr

xu(1)), j = 1, 2, . . . , n. (66)

Let L be the operator of the problem (63)–(66) and

Lu ≡ (−1)n D2n
x u + A2nu +

n

∑
s=1

as

(

D2s−1
x u(x) + D2s−1

x u(1 − x)
)

;

u ∈ D(L), D(L) ≡ {u ∈ H2 : lju = 0, j = 1, 2, . . . , 2n}.

We can prove that

Lv2q−1,k(x, L3) = λq,kv2q−1,k(x, L3) + ξ
1
qv2q,k(x, L3), q = 1, 2, . . . ,

ξ
1
q,k = ξ

0
q,k + 2

√

2τ2

n

∑
j=1

(−1)j−1aj

(

ρq

)2j−1
(−4j + 2), q = 1, 2, . . . ,

Lv2q,k(x, L3) = λq,kv2q−1,k(x, L3), q = 0, 1, . . . .

Consequently, V(L) ≡ V(L3) and the following theorem is true.

Theorem 9. Suppose that the Assumption P1 holds. Then for the any numbers bp,r,0, aj ∈

R, r = 0, 1, . . . , mp, j, p = 1, 2, . . . , n we have 1) the eigenvalues of the operators L0 and L
coincide;

2) the system V(L) of the root functions of the operator L is complete and minimal in the
space H1 .

3) if in addition the Assumption P2 holds, then the system V(L) forms the Riesz basis in
the space H1.

Let

f =
∞

∑
k=1

∞

∑
q=0

fq,kvq,k(x, L), fq,k = ( f , wq,k(x, L); H1).

Remark 6.1. From the definition of the Riesz basis of Hilbert space and the third statement of
Theorem 9 for any f ∈ H1 we obtain the relation

K13‖ f ; H1‖
2
≤

∞

∑
k=1

∞

∑
q=0

| fq,k|
2
≤ K14‖ f ; H1‖

2. (67)
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7 THE BOUNDARY VALUE PROBLEM WITH HOMOGENEOUS CONDITIONS WITH INVOLUTION

We consider the following boundary problem

(−1)nD2n
x w + A2nw +

n

∑
s=1

as

(

D2s−1
x w(x) + D2s−1

x w(1 − x)
)

= f , (68)

ℓjw ≡ D
2j−1
x w(0)− D

2j−1
x w(1) + l1

j w = 0, (69)

ℓn+jw ≡ D
2j−2
x w(0)− D

2j−2
x w(1) = 0, (70)

where

ℓ
1
j w ≡

mj

∑
r=0

(bj,r,0Dr
xw(0) + bj,r,1Dr

xw(1)), j = 1, 2, . . . , n. (71)

Let W(L) be a biorthogonal system of functions from V(L) in the space H1.

Theorem 10. Suppose that the Assumption P1 holds. Then for arbitrary numbers bp,r,0, aj ∈ R,
r = 0, 1, . . . , mp, j, p ∈ {1, 2, . . . , n}, and function f ∈ H1 there exists a unique solution of the
problem (68)–(71).

Proof. The solution of the problem (68)–(71) can be determined by the relation

w =
∞

∑
k=1

∞

∑
q=0

wq,kvq,k(x, L). (72)

Substituting the relations (67), (72) into the equation (68) we obtain

w2q−1,k = λ
−1
q,k f2q−1,k, w2q,k = λ

−1
q,k f2q,k − λ

−2
q,k ξ

1
q,k f2q−1,k, q, k = 1, 2, . . . .

Therefore,

|w2q−1,k|
2
≤ K15| f2q−1,k|

2, (73)

|w2q,k|
2
≤ K16(| f2q−1,k |

2 + | f2q,k|
2), q, k = 1, 2, . . . . (74)

Taking the assumption f ∈ H1 and the inequalities (67) into account we obtain that
‖w; H1‖ ≤ K17‖ f ; H1‖, w ∈ H1.

Consider the function h1 ≡ A2nw

h1 =
∞

∑
k=1

( f0,kv0,k(x, L) +
∞

∑
q=1

(z2n
k λ

−1
q,k f2q−1,kv2q−1,k(x, L)

+ (z2n
k λ

−1
q,k f2q,k − λ

−2
q,k z2n

k ξ
1
q,k f2q−1,k)v2q,k(x, L))).

(75)

Taking the assumption f ∈ H1 and the inequalities (67) into account we obtain that
‖h1; H1‖ ≤ K18‖ f ; H1‖, h1 ∈ H1.

Consider the function h2 ≡ (−1)nD2n
2 w

h2 =
∞

∑
k=1

∞

∑
q=1

(ρ2n
q λ

−1
q,k f2q−1,kv2q−1,k(x, L)

+ (ρ2n
q λ

−1
q,k f2q,k − 2ρ

2n
q λ

−2
q,k ξ

1
q,k f2q−1,k)v2q,k(x, L)).

(76)

From the equalities (76) we get ‖h2; H1‖ ≤ K19‖ f ; H1‖, h2 ∈ H1.
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Consider the function h3 =
n

∑
s=1

as(D2s−1
x w(x)− D2s−1

x w(1 − x))

h3 = 2
∞

∑
k=1

∞

∑
q=1

n

∑
j=1

aj(−1)j−1
ρ

2j−1
q (λ−1

q,k f2q,k − λ
−2
q,k ξ

1
q,k f2q−1,k)v2q−1,k(x, L). (77)

Taking the assumption f ∈ H1 and the equalities (77) into account we obtain that

‖h3; H1‖ ≤ K20‖ f ; H1‖.

From the definition of the space H2, inequalities (75)–(77) and Cauchy’s inequality we get

‖w; H2 ≤ K21‖ f ; H1‖ < ∞, K21 = 3(max(K2
17, K2

18, K2
19))

1
2 .

Thus w ∈ H2.
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Баранецький Я.О., Демкiв I.I., Iвасюк I.Я., Копач М.I. Нелокальна задача для диференцiально-
операторного рiвняння порядку 2n з необмеженими операторними коефiцiєнтами з iнволюцiєю //
Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 14–30.

Вивчається нелокальна крайова задача для диференцiально-операторного рiвняння пар-
ного порядку, який мiстить оператор iноволюцiї. Дослiджується задача з перiодичними кра-
йовими умовами для диференцiального рiвняння, коефiцiєнти якого є несамоспрженими опе-
раторами. Встановлено, що оператор задачi має два iнварiантнi пiдпростори, породженi опе-
ратором iнволюцiї та двi пiдсистеми системи власних функцiй, якi є базисами Рiсса в кожно-
му з пiдпросторiв. Для диференцiально-операторного рiвняння парного порядку вивчається
задача з несамоспряженими крайовими умовами, якi є збуреннями перiодичних умов. Ви-
вчено випадки, коли збуренi умови є регулярними, але не сильно регулярними за Бiркгофом
та нерегулярними за Бiркгофом. Визначено власнi значення i елементи системи кореневих
функцiй V оператора задачi, яка є повною та мiстить нескiнченне число приєднаних функцiй.
Отримано достатнi умови, при яких система V є базисом Рiсса. Визначено умови iснування та
єдиностi розв’язку задачi з однорiдними крайовими умовами, який побудовано у виглядi ряду
за системою V.

Ключовi слова i фрази: оператор iнволюцiї, диференцiально-операторне рiвняння, власнi
функцiї, базис Рiсса.
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ADVANCEMENT ON THE STUDY OF GROWTH ANALYSIS OF DIFFERENTIAL

POLYNOMIAL AND DIFFERENTIAL MONOMIAL IN THE LIGHT OF SLOWLY

INCREASING FUNCTIONS

Study of the growth analysis of entire or meromorphic functions has generally been done thro-
ugh their Nevanlinna’s characteristic function in comparison with those exponential functions. But
if one is interested to compare the growth rates of any entire or meromorphic function with respect
to another, the concepts of relative growth indicators will come. The field of study in this area may
be more significant through the intensive applications of the theories of slowly increasing functions

which actually means that L(ar) ∼ L(r) as r → ∞ for every positive constant a, i.e. lim
r→∞

L(ar)
L(r)

= 1,

where L ≡ L (r) is a positive continuous function increasing slowly. Actually in the present paper,
we establish some results depending on the comparative growth properties of composite entire and
meromorphic functions using the idea of relative pL∗-order, relative pL∗- type, relative pL∗-weak
type and differential monomials, differential polynomials generated by one of the factors which
extend some earlier results, where pL∗ is nothing but a weaker assumption of L.

Key words and phrases: entire function, meromorphic function, relative pL∗-order, relative pL∗-
type, relative pL∗-weak type, growth, differential monomial, differential polynomial, slowly increas-
ing function.

Rajbari, Rabindrapalli, R. N. Tagore Road, Krishnagar, Dist-Nadia, 741101, West Bengal, India
E-mail: tanmaybiswas_math@rediffmail.com

INTRODUCTION, DEFINITIONS AND NOTATIONS

Let us consider that the reader is familiar with the fundamental results and the standard
notations of the Nevanlinna theory of meromorphic functions which are available in [13, 16,
22, 23]. We also use the standard notations and definitions of the theory of entire functions
which are available in [24] and therefore we do not explain those in details.

For x ∈ [0, ∞) and k ∈ N, we define the following functions exp[k] x = exp
(

exp[k−1] x
)

and log[k] x = log
(

log[k−1] x
)

, where N be the set of all positive integers.

Let f be an entire function defined in the open complex plane C. The maximum modulus
function M f (r) corresponding to f is defined on |z| = r as M f (r) = max|z| = r | f (z)|. In this
connection the following definition is relevant.

Definition 1 ([4]). A non-constant entire function f is said have the Property (A) if for any
σ > 1 and for all sufficiently large r,

[

M f (r)
]2

≤ M f (r
σ) holds.

УДК 519.6
2010 Mathematics Subject Classification: 30D20, 30D30, 30D35.
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For examples of functions with or without the Property (A) we refer the reader to [4].
When f is meromorphic, one may introduce another function Tf (r) known as Nevanlinna’s

characteristic function of f , playing the same role as M f (r) .
Now we just recall the following properties of meromorphic functions which will be need-

ed in the sequel.
Let n0j, n1j, . . . , nkj (k ≥ 1) be non-negative integers such that for each j the following in-

equality holds
k

∑
i=0

nij ≥ 1. For a non-constant meromorphic function f , we call Mj [ f ] =

Aj ( f )n0j

(

f (1)
)n1j

· · ·

(

f (k)
)nkj

, where T
(

r, Aj

)

= S (r, f ) to be a differential monomial gen-

erated by f . The numbers γMj =
k

∑
i=0

nijandΓMj =
k

∑
i=0

(i + 1)nij are called the degree and weight

of Mj [ f ] respectively [6, 19]. The expression P [ f ] =
s

∑
j=1

Mj [ f ] is called a differential polyno-

mial generated by f . The numbers γP = max
1≤ j≤ s

γMj and ΓP = max
1≤ j≤ s

ΓMj are called the degree

and weight of P [ f ] respectively [6, 19]. Also we call the numbers γP
−

= min
1≤ j≤ s

γMj and k (the

order of the highest derivative of f ) the lower degree and the order of P [ f ] respectively. If
γp
−

= γP, P [ f ] is called a homogeneous differential polynomial. Throughout the paper, we

consider only the non-constant differential polynomials and we denote by P0 [ f ] a differential
polynomial not containing f , i.e. for which n0j = 0 for j = 1, 2, . . . , s. We consider only those
P [ f ] , P0 [ f ] singularities of whose individual terms do not cancel each other. We also denote
by M [ f ] a differential monomial generated by a transcendental meromorphic function f .

However, the Nevanlinna’s Characteristic function of a meromorphic function f is defined
as

Tf (r) = N f (r) + m f (r) ,

wherever the function N f (r, a)
(

−

N f (r, a)
)

known as counting function of a-points (distinct

a-points) of meromorphic f is defined as follows:

N f (r, a) =

r
∫

0

n f (t, a)− n f (0, a)

t
dt + n f (0, a) log r





−

N f (r, a) =

r
∫

0

−

n f (t, a)−
−

n f (0, a)

t
dt +

−

n f (0, a) log r



 ,

in addition we represent by n f (r, a)
(

−

n f (r, a)
)

the number of a-points (distinct a-points) of

f in |z| ≤ r and an ∞-point is a pole of f . In many occasions N f (r, ∞) and
−

N f (r, ∞) are

symbolized by N f (r) and
−

N f (r) respectively.
On the other hand, the function m f (r, ∞) alternatively indicated by m f (r) known as the

proximity function of f is defined as follows

m f (r) =
1

2π

2π
∫

0

log+
∣

∣

∣
f
(

reiθ
)
∣

∣

∣
dθ, where log+ x = max (log x, 0) for all x > 0.
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Also we may employ m
(

r, 1
f−a

)

by m f (r, a).

If f is entire, then the Nevanlinna’s Characteristic function Tf (r) of f is defined as

Tf (r) = m f (r) .

Moreover for any non-constant entire function f , Tf (r) is strictly increasing and continuous
functions of r. Also its inverse T−1

f :
(
∣

∣Tf (0)
∣

∣ , ∞
)

→ (0, ∞) exists, where lim
s→∞

T−1
f (s) = ∞.

In this connection we immediately remind the following definition which is relevant.

Definition 2. Let a be a complex number, finite or infinite. The Nevanlinna’s deficiency and
the Valiron deficiency of a with respect to a meromorphic function f are defined as

δ(a; f ) = 1 − lim
r→∞

N f (r, a)

Tf (r)
= lim

r→∞

m f (r, a)

Tf (r)

and

∆(a; f ) = 1 − lim
r→∞

N f (r, a)

Tf (r)
= lim

r→∞

m f (r, a)

Tf (r)
.

Definition 3. The quantity Θ(a; f ) of a meromorphic function f is defined as follows

Θ(a; f ) = 1 − lim
r→∞

−

N f (r, a)

Tf (r)
.

Definition 4 ([21]). For a ∈ C ∪ {∞}, we denote by n f |=1(r, a), the number of simple zeros of
f − a in |z| ≤ r. N f |=1(r, a) is defined in terms of n f |=1(r, a) in the usual way. We put

δ1(a; f ) = 1 − lim
r→∞

N f |=1(r, a)

Tf (r)
,

the deficiency of a corresponding to the simple a-points of f , i.e. simple zeros of f − a.

Yang [20] proved that there exists at most a denumerable number of complex numbers
a ∈ C ∪ {∞} for which δ1(a; f ) > 0 and ∑

a∈C∪{∞}

δ1(a; f ) ≤ 4.

Definition 5 ([14]). For a ε C ∪ {∞} , let np(r, a; f ) denotes the number of zeros of f − a in
|z| ≤ r, where a zero of multiplicity < p is counted according to its multiplicity and a zero of
multiplicity ≥ p is counted exactly p times and Np(r, a; f ) is defined in terms of np(r, a; f ) in
the usual way. We define

δp(a; f ) = 1 − lim
r→∞

Np(r, a; f )

Tf (r)
.

Definition 6 ([1]). P[ f ] is said to be admissible if

(i) P[ f ] is homogeneous, or
(ii) P[ f ] is non homogeneous and m f (r) = S f (r).

However in case of any two meromorphic functions f and g, the ratio
Tf (r)

Tg(r)
as r → ∞

is called as the growth of f with respect to g in terms of their Nevanlinna’s Characteristic
functions. Further the concept of the growth measuring tools such as order and lower order
which are conventional in complex analysis and the growth of entire or meromorphic functions
can be studied in terms of their orders and lower orders are normally defined in terms of their
growth with respect to the exp function which are shown in the following definition.
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Definition 7. The order ρ f (the lower order λ f ) of a meromorphic function f is defined as

ρ f = lim
r→∞

log Tf (r)

log Texp z (r)
= lim

r→∞

log Tf (r)

log
(

r
π

) = lim
r→∞

log Tf (r)

log (r) + O(1)

(

λ f = lim
r→∞

log Tf (r)

log Texp z (r)
= lim

r→∞

log Tf (r)

log
(

r
π

) = lim
r→∞

log Tf (r)

log (r) + O(1)

)

.

If f is entire, then

ρ f = lim
r→∞

log log M f (r)

log log Mexp z (r)
= lim

r→∞

log[2] M f (r)

log r

(

λ f = lim
r→∞

log log M f (r)

log log Mexp z (r)
= lim

r→∞

log[2] M f (r)

log r

)

.

Somasundaram and Thamizharasi [18] introduced the notions of L-order and L-type for
entire functions, where L ≡ L (r) is a positive continuous function increasing slowly, i.e.
L (ar) ∼ L (r) as r → ∞ for every positive constant a. The more generalized concept of
L-order and L-type of meromorphic functions are L∗-order and L∗-type (resp. L∗- lower type)
respectively which are as follows.

Definition 8 ([18]). The L∗-order ρ
L∗

f and the L∗-lower order λ
L∗

f of a meromorphic function f

are defined by

ρ
L∗

f = lim
r→∞

log Tf (r)

log
[

reL(r)
] and λ

L∗

f = lim
r→∞

log Tf (r)

log
[

reL(r)
] ,

where L ≡ L (r) is a positive continuous function increasing slowly.
If f is entire, then

ρ
L∗

f = lim
r→∞

log[2] M f (r)

log
[

reL(r)
] and λ

L∗

f = lim
r→∞

log[2] M f (r)

log
[

reL(r)
] .

Definition 9 ([18]). The L∗-type σ
L∗

f and L∗-lower type σ
L∗

f of a meromorphic function f such

that 0 < ρ
L∗

f < ∞ are defined as

σ
L∗

f = lim
r→∞

Tf (r)
[

reL(r)
]

ρ
L∗
f

and σ
L∗

f = lim
r→∞

Tf (r)
[

reL(r)
]

ρ
L∗
f

,

where L ≡ L (r) is a positive continuous function increasing slowly.
If f is entire, then

σ
L∗

f = lim
r→∞

log M f (r)
[

reL(r)
]

ρ
L∗
f

and σ
L∗

f = lim
r→∞

log M f (r)
[

reL(r)
]

ρ
L∗
f

.

Analogously in order to determine the relative growth of two meromorphic functions hav-
ing same non zero finite L∗-lower order one may introduce the definition of L∗-weak type of
meromorphic functions having finite positive L∗-lower order in the following way.
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Definition 10. The L∗-weak type denoted by τ
L∗

f of a meromorphic function f having

0 < λ
L∗

f < ∞ is defined as follows

τ
L∗

f = lim
r→∞

Tf (r)
[

reL(r)
]

λ
L∗
f

,

where L ≡ L (r) is a positive continuous function increasing slowly.
Similarly the growth indicator τ

L∗

f is defined as

τ
L∗

f = lim
r→∞

Tf (r)
[

reL(r)
]

λ
L∗
f

, where 0 < λ
L∗

f < ∞ .

If f is entire, then

τ
L∗

f = lim
r→∞

log M f (r)
[

reL(r)
]

λ
L∗
f

and τ
L∗

f = lim
r→∞

log M f (r)
[

reL(r)
]

λ
L∗
f

, where 0 < λ
L∗

f < ∞ .

Extending the notion of Somasundaram and Thamizharasi [18], one may introduce concept
of pL∗-order, pL∗-type and pL∗-weak type of a meromorphic function f as follows.

Definition 11. For any positive integer p, the pL∗-order ρ
L∗

p ( f ) and the pL∗-lower order λ
L∗

p ( f )

of a meromorphic function f are defined by

ρ
L∗

p ( f ) = lim
r→∞

log Tf (r)

log
[

r exp[p] L (r)
] and λ

L∗

p ( f ) = lim
r→∞

log Tf (r)

log
[

r exp[p] L (r)
] ,

where L ≡ L (r) is a positive continuous function increasing slowly.
If f is entire, then

ρ
L∗

p ( f ) = lim
r→∞

log[2] M f (r)

log
[

r exp[p] L (r)
] and λ

L∗

p ( f ) = lim
r→∞

log[2] M f (r)

log
[

r exp[p] L (r)
] .

Definition 12. For any positive integer p, the pL∗-type σ
L∗

p ( f ) and pL∗-lower type σ
L∗

p ( f ) of a
meromorphic function f such that 0 < ρ

L∗

p ( f ) < ∞ are defined by

σ
L∗

p ( f ) = lim
r→∞

Tf (r)
[

r exp[p] L (r)
]

ρ
L∗
p ( f )

and σ
L∗

p ( f ) = lim
r→∞

Tf (r)
[

r exp[p] L (r)
]

ρ
L∗
p ( f )

,

where L ≡ L (r) is a positive continuous function increasing slowly.
If f is entire, then

σ
L∗

p ( f ) = lim
r→∞

log M f (r)
[

r exp[p] L (r)
]

ρ
L∗
p ( f )

and σ
L∗

p ( f ) = lim
r→∞

log M f (r)
[

r exp[p] L (r)
]

ρ
L∗
p ( f )

.

Definition 13. For any positive integer p, the pL∗-weak type denoted by τ
L∗

p ( f ) of a meromor-
phic function f having 0 < λ

L∗

p ( f ) < ∞ is defined by

τ
L∗

p ( f ) = lim
r→∞

Tf (r)
[

r exp[p] L (r)
]

λ
L∗
p ( f )

,



36 BISWAS T.

where L ≡ L (r) is a positive continuous function increasing slowly.
Similarly the growth indicator τ

L∗

p ( f ) is defined by

τ
L∗

p ( f ) = lim
r→∞

Tf (r)
[

r exp[p] L (r)
]

λ
L∗
p ( f )

, where 0 < λ
L∗

p ( f ) < ∞ .

If f is entire, then for 0 < λ
L∗

p ( f ) < ∞,

τ
L∗

p ( f ) = lim
r→∞

log M f (r)
[

r exp[p] L (r)
]

λ
L∗
p ( f )

and τ
L∗

p ( f ) = lim
r→∞

log M f (r)
[

r exp[p] L (r)
]

λ
L∗
p ( f )

.

Lahiri and Banerjee [17] introduced the following definition of relative order of a meromor-
phic function with respect to an entire function.

Definition 14 ([17]). Let f be meromorphic and g be entire functions. The relative order of f

with respect to g denoted by ρg ( f ) is defined as

ρ ( f , g) = inf
{

µ > 0 : Tf (r) < Tg (r
µ) for all sufficiently large r

}

= lim
r→∞

log T−1
g Tf (r)

log r
.

The definition coincides with the classical one [17] if g (z) = exp z.
Similarly one can define the relative lower order of a meromorphic function f with respect

to an entire g denoted by λg ( f ) in the following manner

λ ( f , g) = lim
r→∞

log T−1
g Tf (r)

log r
.

In order to make some progress in the study of relative order, now we introduce relative

pL∗-order and relative pL∗- lower order of a meromorphic function f with respect to an entire
function g.

Definition 15. The relative pL∗-order denoted as ρ
L∗

p ( f , g) and relative pL∗- lower order de-
noted as λ

L∗

p ( f , g) of a meromorphic function f with respect to an entire g are defined as

ρ
L∗

p ( f , g) = lim
r→∞

log T−1
g Tf (r)

log
[

r exp[p] L (r)
] and λ

L∗

p ( f , g) = lim
r→∞

log T−1
g Tf (r)

log
[

r exp[p] L (r)
] ,

where p is any positive integers and L ≡ L (r) is a positive continuous function increasing
slowly.

Further to compare the relative growth of two meromorphic functions having same non
zero finite relative pL∗-order with respect to another entire function, one may introduce the
definitions of relative pL∗-type and relative pL∗-lower type in the following manner.

Definition 16. The relative pL∗-type and relative pL∗-lower type denoted respectively by
σ

L∗

p ( f , g) and σ
L∗

p ( f , g) of a meromorphic function f with respect to an entire function g such
that 0 < ρ

L∗

p ( f , g) < ∞ are respectively defined by

σ
L∗

p ( f , g) = lim
r→∞

T−1
g Tf (r)

[

r exp[p] L (r)
]

ρ
L∗
p ( f ,g)

and σ
L∗

p ( f , g) = lim
r→∞

T−1
g Tf (r)

[

r exp[p] L (r)
]

ρ
L∗
p ( f ,g)

,

where L ≡ L (r) is a positive continuous function increasing slowly.
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Analogously to determine the relative growth of two meromorphic functions having same
non zero finite relative pL∗-lower order with respect to an entire function one may introduce
the definition of relative pL∗-weak type in the following way.

Definition 17. The relative pL∗-weak type denoted by τ
L∗

p ( f , g) of a meromorphic function f

with respect to an entire function g such that 0 < λ
L∗

p ( f , g) < ∞ is defined by

τ
L∗

p ( f , g) = lim
r→∞

T−1
g Tf (r)

[

r exp[p] L (r)
]

λ
L∗
p ( f ,g)

,

where L ≡ L (r) is a positive continuous function increasing slowly.
Similarly one may define the growth indicator τ

L∗

p ( f , g) of a meromorphic function f with
respect to an entire function g as follows

τ
L∗

p ( f , g) = lim
r→∞

T−1
g Tf (r)

[

r exp[p] L (r)
]

λ
L∗
p ( f ,g)

, 0 < λ
L∗

p ( f , g) < ∞.

In the paper we establish some new results depending on the comparative growth proper-
ties of composite entire or meromorphic functions using relative pL∗-order, relative pL∗- type,
relative pL∗-weak type and differential monomials, differential polynomials generated by one
of the factors which in fact extend and improve some results of [9] and [10].

1 LEMMAS

In this section we present some lemmas which will be needed in the sequel.

Lemma 1 ([7]). Let f be a meromorphic function either of finite order or of non-zero lower
order such that Θ (∞; f ) = ∑

a 6=∞

δp (a; f ) = 1 or δ (∞; f ) = ∑
a 6=∞

δ (a; f ) = 1 and h be an entire

function with regular growth and non zero finite type. Also let Θ (∞; h) = ∑
a 6=∞

δp (a; h) = 1 or

δ (∞; h) = ∑
a 6=∞

δ (a; h) = 1. Then for homogeneous P0 [ f ] and P0 [g],

lim
r→∞

T−1
P0[h]

TP0[ f ] (r)

T−1
h Tf (r)

=

(

γP0[ f ]

γP0[h]

)
1

ρh

.

Lemma 2 ([8]). Let f be a transcendental meromorphic function of finite order or of non-zero
lower order and ∑

a∈C∪{∞}

δ1(a; f ) = 4 and h be a transcendental entire function with regular

growth and non zero finite type. Also let ∑
a∈C∪{∞}

δ1(a; h) = 4. Then

lim
r→∞

T−1
P[h]

TP[ f ] (r)

T−1
h Tf (r)

=

(

ΓM[ f ] − (ΓM[ f ] − γM[ f ])Θ(∞; f )

ΓM[h] − (ΓM[h] − γM[h])Θ(∞; h)

)
1

ρh

,

where

Θ(∞; f ) = 1 − lim
r→∞

N f (r)

Tf (r)
and Θ(∞; h) = 1 − lim

r→∞

Nh(r)

Th(r)
.
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Lemma 3 ([5]). Let f be a meromorphic function either of finite order or of non-zero lower
order such that Θ (∞; f ) = ∑

a 6=∞

δp (a; f ) = 1 or δ (∞; f ) = ∑
a 6=∞

δ (a; f ) = 1 and h be an entire

function with regular growth having non zero finite order and Θ (∞; h) = ∑
a 6=∞

δp (a; h) = 1 or

δ (∞; h) = ∑
a 6=∞

δ (a; h) = 1. Then for any positive integer p, the relative pL∗-order and relative

pL∗-lower order of P0 [ f ] with respect to P0 [h] are same as those of f with respect to h for
homogeneous P0 [ f ] and P0 [h].

Lemma 4 ([5]). Let f be a transcendental meromorphic function of finite order or of non-zero
lower order and ∑

a∈C∪{∞}

δ1(a; f ) = 4 and h be a transcendental entire function with regular

growth and non zero finite order. Also let ∑
a∈C∪{∞}

δ1(a; h) = 4. Then for any positive integer

p, the relative pL∗-order and relative pL∗-lower order of M[ f ] with respect to M[h] are same as
those of f with respect to h., i.e.

ρ
L∗

p (M [ f ] , M [h]) = ρ
L∗

p ( f , h) and λ
L∗

p (M [ f ] , M [h]) = λ
L∗

p ( f , h) .

Lemma 5. Let f be a meromorphic function either of finite order or of non-zero lower order
such that Θ (∞; f ) = ∑

a 6=∞

δp (a; f ) = 1 or δ (∞; f ) = ∑
a 6=∞

δ (a; f ) = 1 and h be an entire function

of regular growth having non zero finite type and Θ (∞; h) = ∑
a 6=∞

δp (a; h) = 1 or δ (∞; h) =

∑
a 6=∞

δ (a; h) = 1. Then for any positive integer p, the relative pL∗-type and relative pL∗-lower

type of P0 [ f ] with respect to P0 [h] are
(

γP0[ f ]
γP0[h]

)
1

ρh times that of f with respect to h if ρ
L∗

p ( f , h) is

positive finite, where P0 [ f ] and P0 [h] are homogeneous.

Proof. By Lemma 3 and Lemma 1 and above we get that

σ
L∗

p (P0 [ f ] , P0 [h]) = lim
r→∞

T−1
P0[h]

TP0[ f ] (r)

[

r exp[p] L (r)
]

ρ
L∗
p (P0[ f ],P0[h])

= lim
r→∞

T−1
P0[h]

TP0[ f ] (r)

T−1
h Tf (r)

· lim
r→∞

T−1
h Tf (r)

[

r exp[p] L (r)
]

ρ
L∗
p ( f ,h)

=

(

γP0[ f ]

γP0[h]

)
1

ρg

· σ
L∗

p ( f , h) .

Similarly σ
L∗

p (P0 [ f ] , P0 [h]) =
(

γP0 [ f ]
γP0 [h]

)
1

ρh
· σ

L∗

p ( f , h) .

In the line of Lemma 5 we may state the following lemma without its proof.

Lemma 6. Let f be a meromorphic function either of finite order or of non-zero lower order
such that Θ (∞; f ) = ∑

a 6=∞

δp (a; f ) = 1 or δ (∞; f ) = ∑
a 6=∞

δ (a; f ) = 1 and h be an entire function

of regular growth having non zero finite type and Θ (∞; h) = ∑
a 6=∞

δp (a; h) = 1 or δ (∞; h) =

∑
a 6=∞

δ (a; h) = 1. Then τ
L∗

p (P0 [ f ] , P0 [h]) and τ
L∗

p (P0 [ f ] , P0 [h]) are
(

γP0[ f ]

γP0[h]

)
1

ρh times that of f

with respect to h, i.e.

τ
L∗

p (P0 [ f ] , P0 [h]) =

(

γP0[ f ]

γP0[h]

)
1

ρh

· τ
L∗

p ( f , h) and τ
L∗

p (P0 [ f ] , P0 [h]) =

(

γP0[ f ]

γP0[h]

)
1

ρh

· τ
L∗

p ( f , h) ,
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when λ
L∗

p ( f , h) is positive finite and P0 [ f ], P0 [h] are homogeneous.

In the line of Lemma 5 and with the help of Lemma 2 and Lemma 4, we may state the
following two lemmas without their proofs.

Lemma 7. Let f be a transcendental meromorphic function of finite order or of non-zero
lower order and ∑

a∈C∪{∞}

δ1(a; f ) = 4 and h be a transcendental entire function of regular

growth having non zero finite type and ∑
a∈C∪{∞}

δ1(a; h) = 4. Then for any positive inte-

ger p, the relative pL∗-type and relative pL∗-lower type of M[ f ] with respect to M[h] are
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
times that of f with respect to h if ρ

L∗

p ( f , h) is positive finite,

where

Θ(∞; f ) = 1 − lim
r→∞

N f (r)

Tf (r)
and Θ(∞; h) = 1 − lim

r→∞

Nh(r)

Th(r)
.

Lemma 8. Let f be a transcendental meromorphic function of finite order or of non-zero
lower order and ∑

a∈C∪{∞}

δ1(a; f ) = 4 and h be a transcendental entire function of regular

growth having non zero finite type and ∑
a∈C∪{∞}

δ1(a; h) = 4. Then τ
L∗

p (M [ f ] , M [h]) and

τ
L∗

p (M [ f ] , M [h]) are
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
times that of f with respect to h, i.e.

τ
L∗

p (M [ f ] , M [h]) =

(

ΓM[ f ] − (ΓM[ f ] − γM[ f ])Θ(∞; f )

ΓM[h] − (ΓM[h] − γM[h])Θ(∞; h)

)
1

ρh

· τ
L∗

p ( f , h)

and τ
L∗

p (M [ f ] , M [h]) =

(

ΓM[ f ] − (ΓM[ f ] − γM[ f ])Θ(∞; f )

ΓM[h] − (ΓM[h] − γM[h])Θ(∞; h)

)
1

ρh

· τ
L∗

p ( f , h) ,

when λ
L∗

p ( f , h) is positive finite and

Θ(∞; f ) = 1 − lim
r→∞

N f (r)

Tf (r)
and Θ(∞; h) = 1 − lim

r→∞

Nh(r)

Th(r)
.

Lemma 9 ([2]). If f is a meromorphic function and g is an entire function then for all suffi-
ciently large values of r we have

Tf ◦g (r) ≤ {1 + o (1)}
Tg (r)

log Mg (r)
Tf

(

Mg (r)
)

.

Lemma 10 ([3]). Let f be meromorphic function and g be entire function and suppose that
0 < µ < ρg ≤ ∞. Then for a sequence of values of r tending to infinity

Tf ◦g (r) ≥ Tf (exp (rµ)) .

Lemma 11 ([15]). Let f be meromorphic function and g be entire function such that 0 < ρg < ∞

and 0 < λ f . Then for a sequence of values of r tending to infinity

Tf ◦g(r) > Tg (exp (rµ)) ,

where 0 < µ < ρg.
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Lemma 12 ([11]). Let f be a meromorphic function and g be an entire function such that λg <

µ < ∞ and 0 < λ f ≤ ρ f < ∞. Then for a sequence of values of r tending to infinity

Tf ◦g(r) < Tf (exp (rµ)) .

Lemma 13 ([11]). Let f be a meromorphic function of finite order and g be an entire function
such that 0 < λg < µ < ∞. Then for a sequence of values of r tending to infinity

Tf ◦g(r) < Tg (exp (rµ)) .

Lemma 14 ([12]). Let f be an entire function which satisfies the Property (A), β > 0, δ > 1 and
α > 2. Then

βTf (r) < Tf

(

αrδ

)

.

2 THEOREMS

In this section we present the main results of the paper. It is needless to mention that in the
paper, the admissibility and homogeneity of P0 [ f ] for meromorphic f will be needed as per
the requirements of the theorems.

Theorem 1. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 3. Also let g be an entire function and 0 < λ

L∗

p ( f , h) < ∞, σ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < ρ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤ σ
L∗

p (g) .

Proof. Let us consider that α > 2 and δ → 1+ in Lemma 14. Since T−1
h (r) is an increasing

function of r, it follows from Lemma 9, Lemma 14 and the inequality Tg(r) ≤ log Mg(r) ([13])
for a sequence of values of r tending to infinity that

T−1
h Tf ◦g (r) 6 T−1

h

[

{1 + o(1)} Tf

(

Mg (r)
)]

,

i.e. T−1
h Tf ◦g (r) 6 α

[

T−1
h Tf

(

Mg (r)
)

]

,

i.e. log T−1
h Tf ◦g (r) 6 log T−1

h Tf

(

Mg (r)
)

+ O(1),

i.e. log T−1
h Tf ◦g (r) 6

(

λ
L∗

p ( f , h) + ε

) [

log Mg (r) + exp[p−1] L
(

Mg (r)
)

]

+ O(1),

i.e. log T−1
h Tf ◦g (r) 6

(

λ
L∗

p ( f , h) + ε

)

×

[

(

σ
L∗

p (g) + ε

) [

r exp[p] L (r)
]

ρ
L∗
p (g)

+ exp[p−1] L
(

Mg (r)
)

]

+ O(1).

(1)

Further in view of Lemma 3, we obtain for all sufficiently large values of r that

log T−1
P0[h]

TP0 [ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

)

≥

(

λ
L∗

p (P0 [ f ] , P0 [h])− ε

) [

[r exp L (r)]ρ
L∗
p (g) + exp[p−1] L

(

exp [r exp L (r)]ρ
L∗
p (g)

)]

,
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i.e. log T−1
P0[h]

TP0[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

)

≥

(

λ
L∗

p ( f , h) − ε

)

· [r exp L (r)]ρ
L∗
p (g) .

Now from (1) and above it follows for a sequence of values of r tending to infinity that

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0 [ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

)

≤

O (1) +
(

λ
L∗

p ( f , h) + ε

)

·

[(

σ
L∗

p (g) + ε

)

[r exp L (r)]ρ
L∗
p (g) + exp[p−1] L

(

Mg (r)
)

]

(

λ
L∗

p ( f , h)− ε

)

· [r exp L (r)]ρ
L∗
p (g)

,

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0 [ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

O (1)
(

λ
L∗

p ( f , h)− ε

)

· [r exp L (r)]ρ
L∗
p (g)

+

(

λ
L∗

p ( f , h) + ε

)

·

[

(

σ
L∗

p (g) + ε

)

+
exp[p−1] L(Mg(r))

[r exp L(r)]
ρ

L∗
p (g)

]

(

λ
L∗

p ( f , h) − ε

) .

(2)

As β < ρ
L∗

p (g) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞, we obtain that

lim
r→∞

exp[p−1] L
(

Mg (r)
)

[r exp L (r)]ρ
L∗
p (g)

= 0. (3)

Since ε (> 0) is arbitrary, it follows from (2) and (3) that

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤ σ
L∗

p (g) .

Thus the theorem is established.

Remark 1. In Theorem 1 the condition 0 < λ
L∗

p ( f , h) < ∞ can be replaced by the condition
0 < ρ

L∗

p ( f , h) < ∞. If we will replace this condition by 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p ( f , h)
,

and if in addition we will replace the condition σ
L∗

p (g) < ∞ by σ
L∗

p (g) < ∞ then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p ( f , h)
.

In the line of Theorem 1 and with the help of Lemma 4, one can easily prove the following
theorem and therefore its proof is omitted.

Theorem 2. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 4. Also let g be an entire function and 0 < λ

L∗

p ( f , h) < ∞, σ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < ρ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤ σ
L∗

p (g) .
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Remark 2. In Theorem 2 the condition 0 < λ
L∗

p ( f , h) < ∞ can be replaced by the condition
0 < ρ

L∗

p ( f , h) < ∞. If we will replace this condition by 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p ( f , h)
,

and if in addition we will replace the condition σ
L∗

p (g) < ∞ by σ
L∗

p (g) < ∞ then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p ( f , h)
.

Now we state the following theorem without proof as it can be carried out in the line of
Theorem 1.

Theorem 3. Let g be an entire function either of finite order or of non-zero lower order such
that Θ (∞; g) = ∑

a 6=∞

δp (a; g) = 1 or δ (∞; g) = ∑
a 6=∞

δ (a; g) = 1 and k be an entire function

with regular growth having non zero finite order and Θ (∞; k) = ∑
a 6=∞

δp (a; k) = 1 or δ (∞; k) =

∑
a 6=∞

δ (a; k) = 1. Also let f be a meromorphic function and h be an entire function such that

λ
L∗

p ( f , h) < ∞, λ
L∗

p (g, k) > 0 and σ
L∗

p (g) < ∞, where p is any positive integer. If h satisfy the

Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β <

ρ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[k]

TP0 [g]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

λ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p (g, k)
. (4)

Remark 3. In Theorem 3, if we will replace the conditions λ
L∗

p ( f , h) < ∞ and λ
L∗

p (g, k) > 0
by ρ

L∗

p ( f , h) < ∞ and ρ
L∗

p (g, k) > 0 respectively, then is need to go the same replacement in
right part of (4). Also if we will replace only the condition λ

L∗

p ( f , h) < ∞ by ρ
L∗

p ( f , h) < ∞ in
Theorem 3, then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[k]

TP0 [g]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p (g, k)
.

Remark 4. In Theorem 3, if we will replace the conditions λ
L∗

p ( f , h) < ∞ and σ
L∗

p (g) < ∞ by

ρ
L∗

p ( f , h) < ∞ and σ
L∗

p (g) < ∞ respectively, then is need to go the same replacement in right
part of (4).

In the line of Theorem 3 and with the help of Lemma 4, one can easily prove the following
theorem and therefore its proof is omitted.

Theorem 4. Let g be a transcendental entire function of finite order or of non-zero lower order
such that ∑

a∈C∪{∞}

δ1(a; g) = 4 and k be a transcendental entire function with regular growth



ADVANCEMENT ON THE STUDY OF GROWTH ANALYSIS . . . 43

and non zero finite order and ∑
a∈C∪{∞}

δ1(a; k) = 4. Also let f be a meromorphic function and

h be an entire function such that λ
L∗

p ( f , h) < ∞, λ
L∗

p (g, k) > 0 and σ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < ρ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[k]

TM[g]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

λ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p (g, k)
. (5)

Remark 5. In Theorem 4, if we will replace the conditions λ
L∗

p ( f , h) < ∞ and λ
L∗

p (g, k) > 0
by ρ

L∗

p ( f , h) < ∞ and ρ
L∗

p (g, k) > 0 respectively, then is need to go the same replacement in
right part of (5). Also if we will replace only the condition λ

L∗

p ( f , h) < ∞ by ρ
L∗

p ( f , h) < ∞ in
Theorem 4, then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[k]

TM[g]

(

exp [r exp L (r)]ρ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)

λ
L∗

p (g, k)
.

Remark 6. In Theorem 4, if we will replace the conditions λ
L∗

p ( f , h) < ∞ and σ
L∗

p (g) < ∞ by

ρ
L∗

p ( f , h) < ∞ and σ
L∗

p (g) < ∞ respectively, then is need to go the same replacement in right
part of (5).

Further we state the following two theorems which are based on PL∗-weak type.

Theorem 5. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 3. Let g be an entire function and 0 < λ

L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, τ
L∗

p (g) < ∞, where p

is any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p ( f , h)
.

Theorem 6. Let g be an entire function either of finite order or of non-zero lower order such
that Θ (∞; g) = ∑

a 6=∞

δp (a; g) = 1 or δ (∞; g) = ∑
a 6=∞

δ (a; g) = 1 and k be an entire function

with regular growth having non zero finite order and Θ (∞; k) = ∑
a 6=∞

δp (a; k) = 1 or δ (∞; k) =

∑
a 6=∞

δ (a; k) = 1. Also let f be a meromorphic function and h be an entire function such that

ρ
L∗

p ( f , h) < ∞, λ
L∗

p (g, k) > 0 and τ
L∗

p (g) < ∞, where p is any positive integer. If h satisfy the

Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β <

λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[k]

TP0 [g]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p (g, k)
.
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The proofs of the above two theorems can be carried out in the line of Theorem 1 and
Theorem 3 respectively and therefore their proofs are omitted.

In the line of Theorem 5 and Theorem 6 respectively and with the help of Lemma 4, one
can easily prove the following two theorems and therefore their proofs are omitted.

Theorem 7. Let meromorphic function f and entire function h satisfy the conditions of Lemma
4. Also let g be an entire function and 0 < λ

L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, τ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p ( f , h)
.

Theorem 8. Let g be a transcendental entire function of finite order or of non-zero lower order
such that ∑

a∈C∪{∞}

δ1(a; g) = 4 and k be a transcendental entire function with regular growth

and non zero finite order and ∑
a∈C∪{∞}

δ1(a; k) = 4. Also let f be a meromorphic function and

h be an entire function such that ρ
L∗

p ( f , h) < ∞, λ
L∗

p (g, k) > 0 and τ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[k]

TM[g]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p (g, k)
.

Using the concept of the growth indicator τ
L∗

p (g) of an entire function g, we may state the
subsequent two theorems without their proofs since those can be carried out in the line of
Theorem 1 and Theorem 3 respectively.

Theorem 9. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 3. Also let g be an entire function and 0 < λ

L∗

p ( f , h) < ∞, τ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0[ f ]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤ τ
L∗

p (g) .

Remark 7. In Theorem 9 the condition 0 < λ
L∗

p ( f , h) < ∞ can be replaced by the condition
0 < ρ

L∗

p ( f , h) < ∞. If we will replace this condition by 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0[ f ]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p ( f , h)
.

Theorem 10. Let entire functions g and k satisfy the conditions of Theorem 3. Let f be a
meromorphic function and h be an entire function such that λ

L∗

p ( f , h) < ∞, λ
L∗

p (g, k) > 0
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and τ
L∗

p (g) < ∞, where p is any positive integer. If h satisfy the Property (A) and

exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[k]

TP0[g]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

λ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p (g, k)
. (6)

Remark 8. In Theorem 10, if we will replace the condition λ
L∗

p ( f , h) < ∞ by ρ
L∗

p ( f , h) < ∞,
then is need to go the same replacement in right part of (6).

Remark 9. In Theorem 10, if we will replace the conditions λ
L∗

p ( f , h) < ∞ and λ
L∗

p (g, k) > 0
by ρ

L∗

p ( f , h) < ∞ and ρ
L∗

p (g, k) > 0 respectively, then is need to go the same replacement in
right part of (6).

In the line of Theorem 9 and Theorem 10 respectively, one can easily prove the following
six theorems and therefore their proofs are omitted.

Theorem 11. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 4. Also let g be an entire function and 0 < λ

L∗

p ( f , h) < ∞, τ
L∗

p (g) < ∞, where p is

any positive integer. If h satisfy the Property (A) and exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤ τ
L∗

p (g) .

Remark 10. In Theorem 11 the condition 0 < λ
L∗

p ( f , h) < ∞ can be replaced by the condition
0 < ρ

L∗

p ( f , h) < ∞. If we will replace this condition by 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p ( f , h)
.

Theorem 12. Let the entire functions g and k satisfy the conditions of Theorem 4. Let f be
a meromorphic function and h be an entire function such that λ

L∗

p ( f , h) < ∞, λ
L∗

p (g, k) > 0

and τ
L∗

p (g) < ∞, where p is any positive integer. If h satisfy the Property (A) and

exp[p−1] L
(

Mg (r)
)

= o
(

[r exp L (r)]β
)

as r → ∞ and for some positive β < λ
L∗

p (g), then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[k]

TM[g]

(

exp [r exp L (r)]λ
L∗
p (g)

) ≤

λ
L∗

p ( f , h) · τ
L∗

p (g)

λ
L∗

p (g, k)
. (7)

Remark 11. In Theorem 12, if we will replace the condition λ
L∗

p ( f , h) < ∞ by ρ
L∗

p ( f , h) < ∞,
then is need to go the same replacement in right part of (7).

Remark 12. In Theorem 12, if we will replace the conditions λ
L∗

p ( f , h) < ∞ and λ
L∗

p (g, k) > 0
by ρ

L∗

p ( f , h) < ∞ and ρ
L∗

p (g, k) > 0 respectively, then is need to go the same replacement in
right part of (7).
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Theorem 13. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 5. Also let g be an entire function and 0 < ρ

L∗

p ( f , h) < ρg, σ
L∗

p ( f , h) > 0, where p is any

positive integer. If exp[p−1] L

(

exp
(

reL(r)
)

β

)

= o

(

[

r exp[p] L (r)
]

β

)

(r → ∞) for any β > 0,

then

lim
r→∞

log T−1
h Tf ◦g

(

reL(r)
)

T−1
P0[h]

TP0 [ f ] (r)
≥

λ
L∗

p ( f , h)
(

γP0[ f ]
γP0[h]

)
1

ρh
· σ

L∗

p ( f , h)

.

Proof. From the definition of relative pL∗- type of meromorphic function and in view of Lemma
5, we obtain for all sufficiently large values of r that

T−1
P0[h]

TP0[ f ] (r) ≤
(

σ
L∗

p (P0 [ f ] , P0 [h]) + ε

) [

r exp[p] L (r)
]

ρ
L∗
p (P0[ f ],P0[h])

,

i.e. T−1
P0[h]

TP0[ f ] (r) ≤





(

γP0[ f ]

γP0 [h]

)
1

ρh

· σ
L∗

p ( f , h) + ε





[

r exp[p] L (r)
]

ρ
L∗
p ( f ,h)

. (8)

As 0 < ρ
L∗

p ( f , h) < ρg, we obtain in view of Lemma 10 for a sequence of values of r tending to
infinity that

log T−1
h Tf ◦g

(

reL(r)
)

≥ log T−1
h Tf

(

exp
(

reL(r)
)

ρ
L∗
p ( f ,h)

)

, i.e.

log T−1
h Tf ◦g

(

reL(r)
)

≥

(

λ
L∗

p ( f , h)− ε

)

[

[

reL(r)
]

ρ
L∗
p ( f ,h)

+ exp[p−1] L

(

exp
(

reL(r)
)

ρ
L∗
p ( f ,h)

)]

.

Therefore from (8) and above, it follows for a sequence of values of r tending to infinity that

log T−1
h Tf ◦g

(

reL(r)
)

T−1
P0[h]

TP0 [ f ] (r)
≥

(

λ
L∗

p ( f , h) − ε

)

[

[

reL(r)
]

ρ
L∗
p ( f ,h)

+ exp[p−1] L

(

exp
(

reL(r)
)

ρ
L∗
p ( f ,h)

)]

(

(

γP0[ f ]

γP0[h]

)
1

ρh
· σ

L∗

p ( f , h) + ε

)

[

r exp[p] L (r)
]

ρ
L∗
p ( f ,h)

.

Since lim
r→∞

exp[p−1] L

(

exp(reL(r))
ρ

L∗
p ( f ,h)

)

[r exp[p] L(r)]
ρ

L∗
p ( f ,h)

= 0 as exp[p−1] L

(

exp
(

reL(r)
)

β

)

= o

(

[

r exp[p] L (r)
]

β

)

(r → ∞) for any α > 0, we obtain from above that

lim
r→∞

log T−1
h Tf ◦g

(

reL(r)
)

T−1
P0[h]

TP0 [ f ] (r)
≥

λ
L∗

p ( f , h)
(

γP0[ f ]

γP0[h]

)
1

ρh
· σ

L∗

p ( f , h)

.

Thus the theorem follows.

Remark 13. If we take τ
L∗

p ( f , h) > 0 instead of σ
L∗

p ( f , h) > 0 and the other conditions remain
the same, then with the help of Lemma 6, one can easily verify that the conclusion of Theorem
13 remains valid with σ

L∗

p ( f , h) replaced by τ
L∗

p ( f , h).
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In the line of Theorem 13 and in view of Lemma 7, one can easily prove the following
theorem and therefore its proofs is omitted.

Theorem 14. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 7. Also let g be an entire function and 0 < ρ

L∗

p ( f , h) < ρg, σ
L∗

p ( f , h) > 0, where p is any

positive integer. If exp[p−1] L

(

exp
(

reL(r)
)

β

)

= o

(

[

r exp[p] L (r)
]

β

)

(r → ∞) for any β > 0,

then

lim
r→∞

log T−1
h Tf ◦g

(

reL(r)
)

T−1
M[h]

TM[ f ] (r)
≥

λ
L∗

p ( f , h)
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
· σ

L∗

p ( f , h)

.

Remark 14. If we take τ
L∗

p ( f , h) > 0 instead of σ
L∗

p ( f , h) > 0 and the other conditions remain
the same, then with the help of Lemma 8, one can easily verify that the conclusion of Theorem
14 remains valid with σ

L∗

p ( f , h) replaced by τ
L∗

p ( f , h).

Theorem 15. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 5. Also let g be an entire function, h satisfy the Property (A), ρ

L∗

p ( f , h) = ρ
L∗

p (g) ,

σ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0 [h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0[h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)
(

γP0 [ f ]

γP0 [h]

)
1

ρh
· σ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0 [h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ ρ

L∗

p ( f , h) .

Proof. Let us consider that α > 2 and δ → 1+ in Lemma 14. Since T−1
h (r) is an increasing func-

tion of r, it follows from Lemma 9, Lemma 14 and the inequality Tg(r) ≤ log Mg(r) (cf. [13])
for all sufficiently large values of r that

T−1
h Tf ◦g (r) 6 T−1

h

[

{1 + o(1)} Tf

(

Mg (r)
)]

,

i.e. T−1
h Tf ◦g (r) 6 α

[

T−1
h Tf

(

Mg (r)
)

]

,

i.e. log T−1
h Tf ◦g (r) 6 log T−1

h Tf

(

Mg (r)
)

+ O(1),

i.e. log T−1
h Tf ◦g (r) 6

(

ρ
L∗

p ( f , h) + ε

) (

log Mg (r) + exp[p−1] L
(

Mg (r)
)

)

+ O(1),

i.e. log T−1
h Tf ◦g (r) 6

(

ρ
L∗

p ( f , h) + ε

) (

σ
L∗

p (g) + ε

) [

r exp[p] L (r)
]

ρ
L∗
p (g)

+
(

ρ
L∗

p ( f , h) + ε

)

exp[p−1] L
(

Mg (r)
)

+ O(1).

In view of condition (ii) we obtain from above for all sufficiently large values of r that

log T−1
h Tf ◦g (r) 6

(

ρ
L∗

p ( f , h) + ε

) (

σ
L∗

p (g) + ε

) [

r exp[p] L (r)
]

ρ
L∗
p ( f ,h)

+
(

ρ
L∗

p ( f , h) + ε

)

exp[p−1] L
(

Mg (r)
)

+ O(1).
(9)
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Again from the definition of relative pL∗-lower type we get in view of Lemma 5, for all suffi-
ciently large values of r that

T−1
P0[h]

TP0 [ f ] (r) ≥
(

σ
L∗

p (P0 [ f ] , P0 [h])− ε

) [

r exp[p] L (r)
]

ρ
L∗
p (P0[ f ],P0[h])

, i.e.

T−1
P0[h]

TP0 [ f ] (r) ≥





(

γP0[ f ]

γP0[h]

)
1

ρh

· σ
L∗

p ( f , h)− ε





[

r exp[p] L (r)
]

ρ
L∗
p ( f ,h)

, i.e.

[

r exp[p] L (r)
]

ρ
L∗
p ( f ,h)

≤

T−1
P0[h]

TP0[ f ] (r)
(

(

γP0[ f ]

γP0 [h]

)
1

ρh
· σ

L∗

p ( f , h) − ε

)
.

(10)

Now from (9) and (10) , it follows for all sufficiently large values of r that

log T−1
h Tf ◦g (r) 6

(

ρ
L∗

p ( f , h) + ε

) (

σ
L∗

p (g) + ε

) T−1
P0 [h]

TP0[ f ] (r)
(

(

γP0[ f ]
γP0[h]

)
1

ρh
· σ

L∗

p ( f , h)− ε

)

+
(

ρ
L∗

p ( f , h) + ε

)

exp[p−1] L
(

Mg (r)
)

+ O(1),

i.e.
log T−1

h Tf ◦g (r)

T−1
P0[h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

O(1)

T−1
P0[h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
)

+

(ρ
L∗
p ( f ,h)+ε)(σ

L∗
p (g)+ε)





(

γP0[ f ]
γP0[h]

)
1

ρh
·σ

L∗
p ( f ,h)−ε





1 +
exp[p−1] L(Mg(r))

T−1
P0[h]

TP0[ f ](r)

+

(

ρ
L∗

p ( f , h) + ε

)

1 +
T−1

P0[h]
TP0[ f ]

(r)

exp[p−1] L(Mg(r))

.

(11)

If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0 [ f ] (r)
}

then from (11) we get that

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0[h]

TP0 [ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

(

ρ
L∗

p ( f , h) + ε

) (

σ
L∗

p (g) + ε

)

(

(

γP0 [ f ]
γP0 [h]

)
1

ρh
· σ

L∗

p ( f , h)− ε

)
.

Since ε (> 0) is arbitrary, it follows from above that

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0 [h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)
(

γP0[ f ]

γP0[h]

)
1

ρh
· σ

L∗

p ( f , h)

.

Thus the first part of the theorem follows.

Since ε (> 0) is arbitrary, and if T−1
P0[h]

TP0 [ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then from (11) it
follows that

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0 [h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ ρ

L∗

p ( f , h) .

Thus the second part of the theorem is established.
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Theorem 16. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 5. Also let g be an entire function, h satisfy the Property (A), ρ

L∗

p ( f , h) = ρ
L∗

p (g),

λ
L∗

p ( f , h) < ∞, σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0[h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

λ
L∗

p ( f , h) · σ
L∗

p (g)
(

γP0 [ f ]
γP0 [h]

)
1

ρh
· σ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0 [h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ λ

L∗

p ( f , h) .

We omit the proof of the above theorem as it can be carried out in the line of Theorem 15.

Remark 15. In Theorem 16, if we take ρ
L∗

p ( f , h) = ρ
L∗

p (g), σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞ in-

stead of ρ
L∗

p ( f , h) = ρ
L∗

p (g), λ
L∗

p ( f , h) < ∞, σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞ and the other con-
ditions remain the same, then one can easily verify that the conclusion of Theorem 16 remains
valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and σ
L∗

p ( f , h) replaced by σ
L∗

p ( f , h) respectively.

Remark 16. In Theorem 16, if we take ρ
L∗

p ( f , h) = ρ
L∗

p (g), σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞

instead of ρ
L∗

p ( f , h) = ρ
L∗

p (g), λ
L∗

p ( f , h) < ∞, σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞ and the other
conditions remain the same, then one can easily verify that the conclusion of Theorem 16 re-
mains valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and σ
L∗

p (g) replaced by σ
L∗

p (g) respectively.

Similarly using the concept of the growth indicator τ
L∗

p ( f , h) and τ
L∗

p (g) we may state the
subsequent two theorems without their proofs since those can be carried out in view of Lemma
6 and in the line of Theorem 15 and Theorem 16 respectively.

Theorem 17. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 6. Also let g be an entire function, h satisfy the Property (A), ρ

L∗

p ( f , h)< ∞, λ
L∗

p ( f , h) =

λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0[h]

TP0 [ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)
(

γP0 [ f ]

γP0 [h]

)
1

ρh
· τ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0 [h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ ρ

L∗

p ( f , h) .

Remark 17. In Theorem 17, if we replace the condition λ
L∗

p ( f , h) = λ
L∗

p (g) and τ
L∗

p (g) < ∞ by
λ

L∗

p ( f , h) = ρ
L∗

p (g) and σ
L∗

p (g) < ∞ and the other conditions remain the same, then one can

easily verify that the conclusion of Theorem 17 remains valid with τ
L∗

p (g) replaced by σ
L∗

p (g).
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Remark 18. In Theorem 17, if we take ρ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0

instead of ρ
L∗

p ( f , h) < ∞, λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other
conditions remain the same, then one can easily verify that the conclusion of Theorem 17
remains valid with τ

L∗

p ( f , h) replaced by σ
L∗

p ( f , h).

Theorem 18. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 6. Also let g be an entire function, h satisfy the Property (A), λ

L∗

p ( f , h) = λ
L∗

p (g) ,

τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0[h]

TP0 [ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

λ
L∗

p ( f , h) · τ
L∗

p (g)
(

γP0 [ f ]

γP0 [h]

)
1

ρh
· τ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
P0 [h]

TP0[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ λ

L∗

p ( f , h) .

Remark 19. In Theorem 18, if we take ρ
L∗

p ( f , h) < ∞, λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and

τ
L∗

p ( f , h) > 0 instead of λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other con-
ditions remain the same, then one can easily verify that the conclusion of Theorem 18 remains
valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and τ
L∗

p ( f , h) replaced by τ
L∗

p ( f , h) respectively.

Remark 20. In Theorem 18, if we take ρ
L∗

p ( f , h) < ∞, λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and

τ
L∗

p ( f , h) > 0 instead of λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other
conditions remain the same, then one can easily verify that the conclusion of Theorem 18
remains valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and τ
L∗

p (g) replaced by τ
L∗

p (g) respectively.

Remark 21. In Theorem 18, if we replace the conditions λ
L∗

p ( f , h) = λ
L∗

p (g) and τ
L∗

p (g) < ∞

by λ
L∗

p ( f , h) = ρ
L∗

p (g) and σ
L∗

p (g) < ∞ and the other conditions remain the same, then one can

easily verify that the conclusion of Theorem 18 remains valid with τ
L∗

p (g) replaced by σ
L∗

p (g).

Remark 22. In Theorem 18, if we take ρ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0

instead of λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other conditions remain
the same, then one can easily verify that the conclusion of Theorem 18 remains valid with
τ

L∗

p ( f , h) replaced by σ
L∗

p ( f , h).

In the line of Theorem 15, Theorem 16, Theorem 17 and Theorem 18 and in view of Lemma
7 and Lemma 8, one can easily prove the following four theorems and therefore their proofs
are omitted.

Theorem 19. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 7. Also let g be an entire function, h satisfy the Property (A), ρ

L∗

p ( f , h) = ρ
L∗

p (g) ,
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σ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

ρ
L∗

p ( f , h) · σ
L∗

p (g)
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
· σ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ ρ

L∗

p ( f , h) .

Theorem 20. Let the meromorphic function f and entire function h satisfy the conditions
of Lemma 7. Also let g be an entire function, h satisfy the Property (A), λ

L∗

p ( f , h) < ∞,

ρ
L∗

p ( f , h) = ρ
L∗

p (g), σ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

λ
L∗

p ( f , h) · σ
L∗

p (g)
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
· σ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ λ

L∗

p ( f , h) .

Remark 23. In Theorem 20, if we take ρ
L∗

p ( f , h) = ρ
L∗

p (g), σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞ in-

stead of ρ
L∗

p ( f , h) = ρ
L∗

p (g), λ
L∗

p ( f , h) < ∞, σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞ and the other con-
ditions remain the same, then one can easily verify that the conclusion of Theorem 20 remains
valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and σ
L∗

p ( f , h) replaced by σ
L∗

p ( f , h) respectively.

Remark 24. In Theorem 20, if we take ρ
L∗

p ( f , h) = ρ
L∗

p (g), σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞

instead of ρ
L∗

p ( f , h) = ρ
L∗

p (g), λ
L∗

p ( f , h) < ∞, σ
L∗

p ( f , h) > 0 and σ
L∗

p (g) < ∞ and the other
conditions remain the same, then one can easily verify that the conclusion of Theorem 20
remains valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and σ
L∗

p (g) replaced by σ
L∗

p (g) respectively.

Theorem 21. Let the meromorphic function f and entire function h satisfy the conditions
of Lemma 8. Also let g be an entire function, h satisfy the Property (A), ρ

L∗

p ( f , h) < ∞,

λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

ρ
L∗

p ( f , h) · τ
L∗

p (g)
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
· τ

L∗

p ( f , h)

.
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(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ ρ

L∗

p ( f , h) .

Remark 25. In Theorem 21, if we replace the condition λ
L∗

p ( f , h) = λ
L∗

p (g) and τ
L∗

p (g) < ∞ by
λ

L∗

p ( f , h) = ρ
L∗

p (g) and σ
L∗

p (g) < ∞ and the other conditions remain the same, then one can

easily verify that the conclusion of Theorem 21 remains valid with τ
L∗

p (g) replaced by σ
L∗

p (g).

Remark 26. In Theorem 21, if we take ρ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0

instead of ρ
L∗

p ( f , h) < ∞, λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other
conditions remain the same, then one can easily verify that the conclusion of Theorem 21
remains valid with τ

L∗

p ( f , h) replaced by σ
L∗

p ( f , h).

Theorem 22. Let the meromorphic function f and entire function h satisfy the conditions of
Lemma 8. Also let g be an entire function, h satisfy the Property (A), λ

L∗

p ( f , h) = λ
L∗

p (g) ,

τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0, where p is any positive integer.

(a) If exp[p−1] L
(

Mg (r)
)

= o
{

T−1
P0[h]

TP0[ f ] (r)
}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤

λ
L∗

p ( f , h) · τ
L∗

p (g)
(

ΓM[ f ]−(ΓM[ f ]−γM[ f ])Θ(∞; f )

ΓM[h]−(ΓM[h]−γM[h])Θ(∞;h)

)
1

ρh
· τ

L∗

p ( f , h)

.

(b) If T−1
P0[h]

TP0[ f ] (r) = o
{

exp[p−1] L
(

Mg (r)
)

}

then

lim
r→∞

log T−1
h Tf ◦g (r)

T−1
M[h]

TM[ f ] (r) + exp[p−1] L
(

Mg (r)
) ≤ λ

L∗

p ( f , h) .

Remark 27. In Theorem 22, if we take ρ
L∗

p ( f , h) < ∞, λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and

τ
L∗

p ( f , h) > 0 instead of λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other con-
ditions remain the same, then one can easily verify that the conclusion of Theorem 22 remains
valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and τ
L∗

p ( f , h) replaced by τ
L∗

p ( f , h) respectively.

Remark 28. In Theorem 22, if we take ρ
L∗

p ( f , h) < ∞, λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and

τ
L∗

p ( f , h) > 0 instead of λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other
conditions remain the same, then one can easily verify that the conclusion of Theorem 22
remains valid with λ

L∗

p ( f , h) replaced by ρ
L∗

p ( f , h) and τ
L∗

p (g) replaced by τ
L∗

p (g) respectively.

Remark 29. In Theorem 22, if we replace the condition λ
L∗

p ( f , h) = λ
L∗

p (g) and τ
L∗

p (g) < ∞ by
λ

L∗

p ( f , h) = ρ
L∗

p (g) and σ
L∗

p (g) < ∞ and the other conditions remain the same, then one can

easily verify that the conclusion of Theorem 22 remains valid with τ
L∗

p (g) replaced by σ
L∗

p (g).

Remark 30. In Theorem 22, if we take ρ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and σ
L∗

p ( f , h) > 0

instead of λ
L∗

p ( f , h) = λ
L∗

p (g) , τ
L∗

p (g) < ∞ and τ
L∗

p ( f , h) > 0 and the other conditions remain
the same, then one can easily verify that the conclusion of Theorem 22 remains valid with
τ

L∗

p ( f , h) replaced by σ
L∗

p ( f , h).
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Theorem 23. Let f be a meromorphic function either of finite order or of non-zero lower order
such that Θ (∞; f ) = ∑

a 6=∞

δp (a; f ) = 1 or δ (∞; f ) = ∑
a 6=∞

δ (a; f ) = 1 and h be an entire function

having regular growth and non zero finite order with Θ (∞; h) = ∑
a 6=∞

δp (a; h) = 1 or δ (∞; h) =

∑
a 6=∞

δ (a; h) = 1. Also let g be an entire function and 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, where p is

any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ] (exp rµ)
≥

λ
L∗

p ( f , h)

ρ
L∗

p ( f , h)
,

where 0 < µ < ρg ≤ ∞.

Proof. In view of Lemma 10, we obtain for a sequence of values of r tending to infinity that

log T−1
h Tf ◦g (r) ≥ log T−1

h Tf (exp rµ) ,

i.e. log T−1
h Tf ◦g (r) ≥

(

λ
L∗

p ( f , h) − ε

) [

rµ + exp[p−1] L (exp rµ)
]

.
(12)

Also in view of Lemma 5, and for any arbitrary ε (> 0) , it follows for all sufficiently large
values of r that

log T−1
P0[h]

TP0[ f ] (exp rµ) ≤
(

ρ
L∗

p (P0 [ f ] , P0 [h]) + ε

) [

rµ + exp[p−1] L (exp rµ)
]

,

i.e. log T−1
P0[h]

TP0[ f ] (exp rµ) ≤
(

ρ
L∗

p ( f , h) + ε

) [

rµ + exp[p−1] L (exp rµ)
]

.
(13)

Now from (12) and (13) , we get for a sequence of values of r tending to infinity that

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ] (exp rµ)
≥

(

λ
L∗

p ( f , h)− ε

) [

rµ + exp[p−1] L (exp rµ)
]

(

ρ
L∗

p ( f , h) + ε

)

[

rµ + exp[p−1] L (exp rµ)
]

.

Since ε (> 0) is arbitrary, it follows from above that

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ] (exp rµ)
≥

λ
L∗

p ( f , h)

ρ
L∗

p ( f , h)
.

Thus the theorem follows.

Theorem 24. Let f be a meromorphic function, g be an entire function either of finite order or
of non-zero lower order such that Θ (∞; g) = ∑

a 6=∞

δp (a; g) = 1 or δ (∞; g) = ∑
a 6=∞

δ (a; g) = 1

and h be an entire function having regular growth and non zero finite order with Θ (∞; h) =

∑
a 6=∞

δp (a; h) = 1 or δ (∞; h) = ∑
a 6=∞

δ (a; h) = 1. Let 0 < λ f and 0 < λ
L∗

p (g, h) ≤ ρ
L∗

p (g, h) < ∞,

where p is any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0 [g] (exp rµ)
≥

λ
L∗

p (g, h)

ρ
L∗

p (g, h)
,

where 0 < µ < ρg.
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We omit the proof of the above theorem as it can be carried out in the line of Theorem 23
and with the help of Lemma 11.

In the line of Theorem 23 and Theorem 24 respectively, one can easily prove the following
two theorems and therefore their proofs are omitted.

Theorem 25. Let f be a transcendental meromorphic function of finite order or of non-zero
lower order and ∑

a∈C∪{∞}

δ1(a; f ) = 4 and h be a transcendental entire function of regular

growth having non zero finite order with ∑
a∈C∪{∞}

δ1(a; h) = 4. Also let g be an entire function

and 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, where p is any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ] (exp rµ)
≥

λ
L∗

p ( f , h)

ρ
L∗

p ( f , h)
,

where 0 < µ < ρg ≤ ∞.

Theorem 26. Let f be a meromorphic function and g be a transcendental entire function of
finite order or of non-zero lower order such that ∑

a∈C∪{∞}

δ1(a; g) = 4 and h be a transcendental

entire function of regular growth having non zero finite order with ∑
a∈C∪{∞}

δ1(a; h) = 4. Also

let 0 < λ f and 0 < λ
L∗

p (g, h) ≤ ρ
L∗

p (g, h) < ∞, where p is any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[g] (exp rµ)
≥

λ
L∗

p (g, h)

ρ
L∗

p (g, h)
,

where 0 < µ < ρg.

Theorem 27. Let f be a meromorphic function either of finite order or of non-zero lower order
such that Θ (∞; f ) = ∑

a 6=∞

δp (a; f ) = 1 or δ (∞; f ) = ∑
a 6=∞

δ (a; f ) = 1 and h be an entire function

having regular growth and non zero finite order with Θ (∞; h) = ∑
a 6=∞

δp (a; h) = 1 or δ (∞; h) =

∑
a 6=∞

δ (a; h) = 1. Also let g be an entire function and 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, where p is

any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ] (exp rµ)
≤

ρ
L∗

p ( f , h)

λ
L∗

p ( f , h)
,

where λg < µ < ∞.

Proof. In view of Lemma 12, we obtain for a sequence of values of r tending to infinity that

log T−1
h Tf ◦g (r) < log T−1

h Tf (exp rµ) ,

i.e. log T−1
h Tf ◦g (r) <

(

ρ
L∗

p ( f , h) + ε

) [

rµ + exp[p−1] L (exp rµ)
]

.
(14)

Also in view of Lemma 5, and for any arbitrary ε (> 0) , it follows for all sufficiently large
values of r that

log T−1
P0[h]

TP0[ f ] (exp rµ) ≥
(

λ
L∗

p (P0 [ f ] , P0 [h])− ε

) [

rµ + exp[p−1] L (exp rµ)
]

,

i.e. log T−1
P0[h]

TP0[ f ] (exp rµ) ≥
(

λ
L∗

p ( f , h)− ε

) [

rµ + exp[p−1] L (exp rµ)
]

.
(15)
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Now from (14) and (15) , we get for a sequence of values of r tending to infinity that

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0[ f ] (exp rµ)
<

(

ρ
L∗

p ( f , h) + ε

) [

rµ + exp[p−1] L (exp rµ)
]

(

λ
L∗

p ( f , h)− ε

)

[

rµ + exp[p−1] L (exp rµ)
]

.

Since ε (> 0) is arbitrary, it follows from above that

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0 [h]

TP0[ f ] (exp rµ)
≤

ρ
L∗

p ( f , h)

λ
L∗

p ( f , h)
.

Thus the theorem follows.

Now we state the following theorem without its proof as it can be carried out in the line of
the above theorem and with the help of Lemma 13.

Theorem 28. Let f be a meromorphic function and g be an entire function either of finite order
or of non-zero lower order such that Θ (∞; g) = ∑

a 6=∞

δp (a; g) = 1 or δ (∞; g) = ∑
a 6=∞

δ (a; g) = 1

and h be an entire function having regular growth and non zero finite order with Θ (∞; h) =

∑
a 6=∞

δp (a; h) = 1 or δ (∞; h) = ∑
a 6=∞

δ (a; h) = 1. Let 0 < λ f and 0 < λ
L∗

p (g, h) ≤ ρ
L∗

p (g, h) < ∞,

where p is any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
P0[h]

TP0 [g] (exp rµ)
≤

ρ
L∗

p (g, h)

λ
L∗

p (g, h)
,

where 0 < λg < µ < ∞.

In the line of Theorem 27 and Theorem 28 respectively, one can easily prove the following
two theorems and therefore their proofs are omitted.

Theorem 29. Let f be a transcendental meromorphic function of finite order or of non-zero
lower order with ∑

a∈C∪{∞}

δ1(a; f ) = 4 and h be a transcendental entire function of regular

growth having non zero finite order with ∑
a∈C∪{∞}

δ1(a; h) = 4. Also let g be an entire function

and 0 < λ
L∗

p ( f , h) ≤ ρ
L∗

p ( f , h) < ∞, where p is any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[ f ] (exp rµ)
≤

ρ
L∗

p ( f , h)

λ
L∗

p ( f , h)
,

where λg < µ < ∞.

Theorem 30. Let f be a meromorphic function and g be a transcendental entire function of
finite order or of non-zero lower order such that ∑

a∈C∪{∞}

δ1(a; g) = 4 and h be a transcendental

entire function of regular growth having non zero finite order with ∑
a∈C∪{∞}

δ1(a; h) = 4. Also

let 0 < λ f and 0 < λ
L∗

p (g, h) ≤ ρ
L∗

p (g, h) < ∞, where p is any positive integer. Then

lim
r→∞

log T−1
h Tf ◦g (r)

log T−1
M[h]

TM[g] (exp rµ)
≤

ρ
L∗

p (g, h)

λ
L∗

p (g, h)
,

where 0 < λg < µ < ∞.
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Бiсвас Т. Прогрес у вивченнi аналiзу росту диференцiальних полiномiв i диференцiальних мономiв

в контекстi повiльно зростаючих функцiй // Карпатськi матем. публ. — 2018. — Т.10, №1. — C.
31–57.

Дослiдження аналiзу росту цiлих чи мероморфних функцiй, як правило, проводилися
через їх характеристичну функцiю Неванлiни в порiвняннi з тими експоненцiйними функцi-
ями. Але якщо потрiбно порiвняти темпи зростання будь-якої цiлої чи мероморфної фун-
кцiї вiдносно iншої, то потрiбно використовувати поняття iндикаторiв вiдносного зростання.
Область дослiдження в цiй галузi може бути бiльш значимою через iнтенсивнi застосування
теорiй повiльно зростаючих функцiй, що фактично означає, що L(ar) ∼ L(r) при r → ∞ для

кожної додатньої константи a, тобто lim
r→∞

L(ar)
L(r)

= 1, де L ≡ L (r) — додатня неперервна фун-

кцiя, яка повiльно зростає. Власне, в цiй роботi ми отримали деякi результати, що залежать
вiд властивостей вiдносного зростання композицiй цiлих i мероморфних функцiй, викори-
стовуючи iдею вiдносного pL∗-порядку, вiдносного pL∗-типу, вiдносного pL∗-слабкого типу i
диференцiальних мономiв, диференцiальних полiномiв, породжених одним з коефiцiєнтiв; цi
результати поширюють деякi попереднi результати, де pL∗ є нiчим iншим як слабшим припу-
щенням на L.

Ключовi слова i фрази: цiла функцiя, мероморфна функцiя, вiдносний pL∗ порядок, вiд-
носний pL∗ тип, вiдносний pL∗ слабкий тип, рiст, диференцiальний моном, диференцiальний
полiном, функцiя повiльного росту.
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BODNAR O.S.1 , DMYTRYSHYN R.I.2

ON THE CONVERGENCE OF MULTIDIMENSIONAL S-FRACTIONS WITH

INDEPENDENT VARIABLES

In this paper, we investigate the convergence of multidimensional S-fractions with independent
variables, which are a multidimensional generalization of S-fractions. These branched continued
fractions are an efficient tool for the approximation of multivariable functions, which are repre-
sented by formal multiple power series. For establishing the convergence criteria, we use the con-
vergence continuation theorem to extend the convergence, already known for a small region, to a
larger region. As a result, we have shown that the intersection of the interior of the parabola and
the open disk is the domain of convergence of a multidimensional S-fraction with independent
variables. Also we have shown that the interior of the parabola is the domain of convergence of
a branched continued fraction, which is reciprocal to the multidimensional S-fraction with inde-
pendent variables. In addition, we have obtained two new convergence criteria for S-fractions as
consequences from the above mentioned results.

Key words and phrases: convergence, uniform convergence, S-fraction, multidimensional S-frac-
tion with independent variables.
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1 INTRODUCTION

Establishing convergence criteria for the classes of functional branched continued fractions
with independent variables is one of the most important tasks of their studying.

A convergence criteria have been given in [1, 2, 5] for multidimensional regular C-fractions
with independent variables

1 +
N

∑
i1=1

ai(1)zi1

1 +

i1

∑
i2=1

ai(2)zi2

1 +

i2

∑
i3=1

ai(3)zi3

1 +
· · · ,

where the ai(k), i(k) ∈ Ik, k ≥ 1, are complex constants such that ai(k) 6= 0, i(k) ∈ Ik, k ≥ 1,

Ik =
{

i(k) : i(k) = (i1, i2, . . . , ik), 1 ≤ ip ≤ ip−1, 1 ≤ p ≤ k, i0 = N
}

, k ≥ 1,

denote the sets of multiindices, and where z = (z1, z2, . . . , zN) ∈ CN , in [8] for multidimen-
sional g-fractions with independent variables

s0

1 +

N

∑
i1=1

gi(1)zi1

1 +

i1

∑
i2=1

gi(2)(1 − gi(1))zi2

1 +

i2

∑
i3=1

gi(3)(1 − gi(2))zi2

1 +
· · · ,

УДК 517.524
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where the s0 is positive constant and the gi(k), i(k) ∈ Ik, k ≥ 1, are real constants such that
0 < gi(k) < 1, i(k) ∈ Ik, k ≥ 1, and z ∈ CN , in [6] for multidimensional associated fractions
with independent variables

1 +
N

∑
i1=1

bi(1)zi1

1 +

i1

∑
i2=1

(−1)δi1,i2 bi(2)zi1zi2

1 +

i2

∑
i3=1

(−1)δi2,i3 bi(3)zi2zi3

1 +
· · · ,

where the bi(k), i(k) ∈ Ik, k ≥ 1, are complex constants such that bi(k) 6= 0, i(k) ∈ Ik, k ≥ 1, and
δk,p is the Kronecker delta, 1 ≤ k, p ≤ N, z ∈ CN , and in [7] for multidimensional J-fractions
with independent variables

N

∑
i1=1

−p2
i(1)

qi(1) + zi1 +

i1

∑
i2=1

−p2
i(2)

qi(2) + zi2 +

i2

∑
i3=1

−p2
i(3)

qi(3) + zi3 +
· · · ,

where the pi(k) and qi(k), i(k) ∈ Ik, k ≥ 1, are complex constants such that pi(k) 6= 0, i(k) ∈ Ik,
k ≥ 1, and z ∈ CN . In this paper, we investigate a convergence of multidimensional S-fraction
with independent variables

1 +
N

∑
i1=1

ci(1)zi1

1 +

i1

∑
i2=1

ci(2)zi2

1 +

i2

∑
i3=1

ci(3)zi3

1 +
· · · , (1)

where the ci(k), i(k) ∈ Ik, k ≥ 1, are real constants such that ci(k) > 0, z ∈ CN , and reciprocal
to it

1
1 +

N

∑
i1=1

ci(1)zi1

1 +

i1

∑
i2=1

ci(2)zi2

1 +

i2

∑
i3=1

ci(3)zi3

1 +
· · · . (2)

We note that the multidimensional S-fraction with independent variables (1) is multidi-
mensional generalization of S-fraction

1 +
c1z

1 +

c2z

1 +

c3z

1 +
· · · , (3)

where the ck, k ≥ 1, are real constants such that ck > 0, k ≥ 1, z ∈ C. A convergence result for
S-fraction is as follows (see Theorem 4.58 [9, p. 136]).

Theorem 1. Let (3) be an S-fraction and let H = {z ∈ C : | arg(z)| < π} be the complex plane
cut along the negative real axis. Then the following statements hold.

(A) The S-fraction (3) converges to a function holomorphic in H if at least one of the two
series

∞

∑
k=1

c1c3 . . . c2k−1

c2c4 . . . c2k
,

∞

∑
k=1

c2c4 . . . c2k−2

c1c3 . . . c2k−1

diverges.
(B) If the S-fraction (3) converges at a single point in H, then it converges at all points in H

to a holomorphic function.
(C) A sufficient condition for an S-fraction (3) to converge to a function holomorphic in H

is that there exists a constant M > 0 such that ck < M, k ≥ 1.
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2 CONVERGENCE

We give two convergence criteria for multidimensional S-fraction with independent vari-
ables (1). For use in the following theorems we introduce the notation for the tails of (1):

Q
(n)
i(n)

(z) = 1, i(n) ∈ In, n ≥ 1, (4)

Q
(n)
i(k)

(z) = 1 +
ik

∑
ik+1=1

ci(k+1)zik+1

1 +

ik+1

∑
ik+2=1

ci(k+2)zik+2

1 +
· · ·

+

in−1

∑
in=1

ci(n)zin

1
, (5)

where i(k) ∈ Ik, 1 ≤ k ≤ n − 1, n ≥ 2. It is clear that the following recurrence relations hold

Q
(n)
i(k)

(z) = 1 +
ik

∑
ik+1=1

ci(k+1)zik+1

Q
(n)
i(k+1)(z)

, i(k) ∈ Ik, 1 ≤ k ≤ n − 1, n ≥ 2. (6)

Let fn(z) = 1 + ∑
N
i1=1

ci(1)zi1

Q
(n)
i(1)(z)

be the nth approximant of (1), n ≥ 1.

Theorem 2. A multidimensional S-fraction with independent variables (1), where the ci(k),
i(k) ∈ Ik, k ≥ 2, satisfy the conditions

ik

∑
ik+1=1

ci(k+1) ≤ r, i(k) ∈ Ik, k ≥ 1, (7)

where r is a positive number, converges to a function holomorphic in the domain

Pr,M =
⋃

α∈(−π/2,π/2)

{

z ∈ C
N : |zk| − Re(zke−2iα) <

cos2(α)

2r
, |zk| < M, 1 ≤ k ≤ N

}

(8)

for every constant M > 0. The convergence is uniform on every compact subset of Pr,M.

Proof. Let α be arbitrary number from the interval (−π/2, π/2) and let n be arbitrary natural
number. Using relations (6), by induction on k for arbitrary of multiindex i(k) ∈ Ik we show
that the following inequalities are valid

Re(Q(n)
i(k)

(z)e−iα) >
cos(α)

2
> 0, (9)

where 1 ≤ k ≤ n.
It is clear that for k = n, i(n) ∈ In, relations (9) hold. By induction hypothesis that (9) hold

for k = p + 1, p ≤ n − 1, i(p + 1) ∈ Ip+1, we prove (9) for k = p, i(p) ∈ Ip. Indeed, use of
relations (6) for arbitrary of multiindex i(p) ∈ Ip lead to

Q
(n)
i(p)

(z)e−iα = e−iα +
ip

∑
ip+1=1

ci(p+1)zip+1e−2iα

Q
(n)
i(p+1)(z)e

−iα
.

In the proof of Lemma 4.41 [9] it is shown that if x ≥ c > 0 and v2
≤ 4u + 4,

min
−∞<y<+∞

Re
u + iv

x + iy
= −

√

u2 + v2
− u

2x
. (10)
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We set u = Re(ci(p+1)zip+1e−2iα), v = Im(ci(p+1)zip+1e−2iα), x = Re(Q(n)
i(p+1)(z)e

−iα),

y = Im(Q
(n)
i(p+1)(z)e

−iα). Then for the arbitrary index ip+1, 1 ≤ ip+1 ≤ ip, it follows from
(7) and (8) that

|ci(p+1)zip+1e−2iα
| − Re(ci(p+1)zip+1e−2iα) <

cos2(α)

2
.

From this inequality it is easily shown that v2
≤ 4u + 4.

Using (6)–(10) and induction hypothesis, we obtain

Re(Q(n)
i(p)

(z)e−iα) ≥ cos(α)−
ip

∑
ip+1=1

ci(p+1)(|zip+1| − Re(zip+1e−2iα))

2Re(Q(n)
i(p+1)(z)e

−iα)

> cos(α)−
ip

∑
ip+1=1

ci(p+1) cos(α)

2r
≥

cos(α)
2

> 0.

It follows from (9) that Q
(n)
i(k)

(z) 6≡ 0 for all indices. Thus, the approximants fn(z), n ≥ 1, of
(1) form a sequence of functions holomorphic in Pr,M.

Again, let α be arbitrary number from the interval (−π/2, π/2). And, let

Pα,σ,r,M =

{

z ∈ C
N : |zk| − Re(zke−2iα) <

σ cos2(α)

2r
, |zk| < σM, 1 ≤ k ≤ N

}

, (11)

where 0 < σ < 1. We set

c = max
1≤i1≤N

ci(1). (12)

Using (9), (11) and (12), for the arbitrary z ∈ Pα,σ,r,M, Pα,σ,r,M ⊂ Pr,M, we obtain for n ≥ 1

| fn(z)| ≤ 1 +
N

∑
i1=1

ci(1)|zi1 |

Re(Q(n)
i(1)(z)e

−iα)
< 1 +

N

∑
i1=1

2cσM

cos(α)
= C(Pα,σ,r,M),

where the constant C(Pα,σ,r,M) depends only on the domain (11), i.e. the sequence { fn(z)} is
uniformly bounded in Pα,σ,r,M.

Let K be an arbitrary compact subset of Pr,M. Let us cover K with domains of form (11).
From this cover we choose the finite subcover Pαj,σj,r,M, 1 ≤ j ≤ k. We set

C(K) = max
1≤j≤k

C(Pαj ,σj,r,M).

Then for arbitrary z ∈ K we obtain | fn(z)| ≤ C(K), for n ≥ 1, i.e. the sequence { fn(z)} is
uniformly bounded on each compact subset of the domain (8).

Let m = max{c, r, 1/(2MN)} and let

Lm =

{

z ∈ R
N : 0 < zk <

1
4mN

, 1 ≤ k ≤ N

}

.

Then for the arbitrary z ∈ Lm, Lm ⊂ Pr,M, we obtain

|ci(1)zi1 | <
c

4mN
<

1
2N

, |ci(k+1)zik+1
| <

r

4mN
≤

1
4ik

, i(k) ∈ Ik, k ≥ 1.

It follows from Theorem 1 [4], with gi(k) = 1/2, i(k) ∈ Ik, k ≥ 1, that (1) converges inLm. Hence
by Theorem 24.2 [10, pp. 108–109] (see also Theorem 2.17 [3, p. 66]), the multidimensional S-
fraction with independent variables (1) converges uniformly on compact subsets of Pr,M to a
holomorphic function.
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The following theorem can be proved in much the same way as Theorem 2 using Theo-
rem 4 [4].

Theorem 3. A multidimensional S-fraction with independent variables (1), where the ci(k),
i(k) ∈ Ik, k ≥ 2, satisfy the conditions ci(k) ≤ r, i(k) ∈ Ik, k ≥ 2, where r is a positive number,
converges to a function holomorphic in the domain

Dr,M =
⋃

α∈(−π/2,π/2)

{

z ∈ C
N :

N

∑
k=1

(

|zk| − Re(zke−2iα)
)

<
cos2(α)

2r
,

N

∑
k=1

|zk| < M

}

for every constant M > 0. The convergence is uniform on every compact subset of Dr,M.

Next, we give two convergence criteria for multidimensional S-fractions with independent
variable (2). In addition to (4) and (5), for the tails of (2) we introduce the following notation:

Q
(0)
i(0)(z) = 1, Q

(n)
i(0)(z) = 1 +

N

∑
i1=1

ci(1)zi1

1 +

i1

∑
i2=1

ci(2)zi2

1 +
· · ·

+

in−1

∑
in=1

ci(n)zin

1
, n ≥ 1.

And, thus, the nth approximant of (2) we may write as gn(z) = 1/Q
(n−1)
i(0) (z), n ≥ 1.

Now we shall prove the following result.

Theorem 4. A multidimensional S-fraction with independent variables (2), where the ci(k),
i(k) ∈ Ik, k ≥ 1, satisfy the conditions

ik−1

∑
ik=1

ci(k) ≤ r, i(k) ∈ Ik, k ≥ 1, (13)

where r is a positive number, converges to a function holomorphic in the domain

Pr =
⋃

α∈(−π/2,π/2)

{

z ∈ C
N : |zk| − Re(zke−2iα) <

cos2(α)

2r
, 1 ≤ k ≤ N

}

. (14)

The convergence is uniform on every compact subset of Pr.

Proof. Let α be arbitrary number from the interval (−π/2, π/2). By analogy with (9) it is easy
to prove the validity of the following inequalities

Re(Q(n−1)
i(k)

(z)e−iα) >
cos(α)

2
> 0, (15)

where n ≥ 1, 0 ≤ k ≤ n − 1, i(k) ∈ Ik, if k ≥ 1. It follows from (15) that Q
(n−1)
i(k)

(z) 6≡ 0 for
all indices. It means that the approximants gn(z), n ≥ 1, of (2) form a sequence of functions
holomorphic in Pr.

Again, let α be arbitrary number from the interval (−π/2, π/2). And, let

Pα,σ,r =

{

z ∈ C
N : |zk| − Re(zke−2iα) <

σ cos2(α)

2r
, 1 ≤ k ≤ N

}

, (16)
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where 0 < σ < 1. Using (15) for the arbitrary z ∈ Pα,σ,r, Pα,σ,r ⊂ Pr, we obtain for n ≥ 1

|gn(z)| ≤
1

Re(Q(n−1)
i(0) (z)e−iα)

<
2

cos(α)
= C(Pα,σ,r),

where the constant C(Pα,σ,r) depends only on the domain (16), i.e. the sequence {gn(z)} is
uniformly bounded in Pα,σ,r.

Let K be an arbitrary compact subset of Pr. Let us cover K with domains of form (16).
From this cover we choose the finite subcover Pα1,σ1,r, Pα2,σ2,r, . . . , Pαk,σk,r. We set C(K) =

max1≤j≤k C(Pαj ,σj,r). Then for arbitrary z ∈ K we obtain |gn(z)| ≤ C(K), for n ≥ 1, i.e. the
sequence {gn(z)} is uniformly bounded on each compact subset of the domain (14).

Let Lr =
{

z ∈ R
N : 0 < zk <

1
4rN , 1 ≤ k ≤ N

}

. Then from (13) for the arbitrary z ∈ Lr,
Lr ⊂ Pr, we obtain

|ci(k)zik
| <

1
4N

≤

1
4ik−1

, i(k) ∈ Ik, k ≥ 1.

It follows from Theorem 2 [4], with gi(k) = 1/2, i(k) ∈ Ik, k ≥ 1, that (2) converges in Lr. Hence
by Theorem 24.2 [10, pp. 108–109] (see also Theorem 2.17 [3, p. 66]), the multidimensional S-
fraction with independent variables (2) converges uniformly on compact subsets of Pr to a
holomorphic function.

Finally, the following theorem can be proved in much the same way as Theorem 4 using
Theorem 5 [4].

Theorem 5. A multidimensional S-fraction with independent variables (2), where the ci(k),
i(k) ∈ Ik, k ≥ 1, satisfy the conditions ci(k) ≤ r, i(k) ∈ Ik, k ≥ 1, where r is a positive number,
converges to a function holomorphic in the domain

Dr =
⋃

α∈(−π/2,π/2)

{

z ∈ C
N :

N

∑
k=1

(

|zk| − Re(zke−2iα)
)

<
cos2(α)

2r

}

.

The convergence is uniform on every compact subset of Dr.

The following two corollaries are an immediate consequences of Theorems 2 and 4 respec-
tively.

Corollary 1. An S-fraction (3), where the ck, k ≥ 2, satisfy the conditions ck ≤ r, k ≥ 2, where
r is a positive number, converges to a function holomorphic in the domain

Hr,M =

{

z ∈ C :
∣

∣

∣

∣

arg
(

z +
1
4r

)∣

∣

∣

∣

< π, |z| < M

}

for every constant M > 0. The convergence is uniform on every compact subset of Hr,M.

Corollary 2. An S-fraction
1
1 +

c1z

1 +

c2z

1 +

c3z

1 +
· · · ,

where the ck, k ≥ 1, satisfy the conditions ck ≤ r, k ≥ 1, where r is a positive number,
converges to a function holomorphic in the domain

Hr =

{

z ∈ C :
∣

∣

∣

∣

arg
(

z +
1
4r

)
∣

∣

∣

∣

< π

}

.

The convergence is uniform on every compact subset of Hr.

We note that, in view of Theorem 1, we conclude that Corollaries 1 and 2 give us two new
convergence criteria for S-fractions.
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Боднар О.С., Дмитришин Р.I. Про збiжнiсть багатовимiрних S-дробiв з нерiвнозначними змiнни-

ми // Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 58–64.

Дослiджується збiжнiсть багатовимiрних S-дробiв з нерiвнозначними змiнними, якi є бага-
товимiрним узагальненням S-дробiв. Цi гiллястi ланцюговi дроби є ефективним iнструментом
для наближення функцiй, заданих формальними кратними степеневими рядами. Для вста-
новлення критерiїв збiжностi використовується теорема про продовження збiжностi iз уже
вiдомої малої областi до бiльшої. У результатi показано, що перетин параболiчної i кругової
областей є областю збiжностi багатовимiрного S-дробу з нерiвнозначними змiнними, а пара-
болiчна область є областю збiжностi гiллястого ланцюгового дробу, який є оберненим до ба-
гатовимiрного S-дробу з нерiвнозначними змiнними. Крiм того, отримано два нових критерiї
збiжностi для S-дробiв як наслiдки з вище згаданих результатiв.

Ключовi слова i фрази: збiжнiсть, рiвномiрна збiжнiсть, S-дрiб, багатовимiрний S-дрiб з не-
рiвнозначними змiнними.
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CHEREVKO I.M., DOROSH A.B.

BOUNDARY VALUE PROBLEM SOLUTION EXISTENCE FOR LINEAR

INTEGRO-DIFFERENTIAL EQUATIONS WITH MANY DELAYS

For the study of boundary value problems for delay differential equations, the contraction map-

ping principle and topological methods are used to obtain sufficient conditions for the existence of

a solution of differential equations with a constant delay. In this paper, the ideas of the contraction

mapping principle are used to obtain sufficient conditions for the existence of a solution of linear

boundary value problems for integro- differential equations with many variable delays.

Smoothness properties of the solutions of such equations are studied and the definition of the

boundary value problem solution is proposed. Properties of the variable delays are analyzed and

functional space is obtained in which the boundary value problem is equivalent to a special integral

equation. Sufficient, simple for practical verification coefficient conditions for the original equation

are found under which there exists a unique solution of the boundary value problem.
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INTRODUCTION

Boundary value problems for differential and integro-differential equations with delay are

an important part of the modern theory of differential-functional equations. Analytical solu-

tions for such problems can only be found for the simplest types of equations, therefore the

problem of finding approximate solutions is relevant. At the same time, it is important to study

the solubility of boundary value problems with delay and properties of their solutions.

The study of the conditions for the existence of unique solutions of boundary value prob-

lems with delay using the contraction mapping principle was carried out in the papers [1, 5, 8].

Boundary value problems for differential and integro-differential equations of neutral type are

investigated in [2, 3, 7] with the use of topological methods. We also note the technique of a

numerical-analytic method for studying boundary value problems for differential-functional

equations in papers [9, 10]. In this paper, the coefficient conditions for the existence of a solu-

tion of the boundary value problem for linear integro-differential equations with many delays,

which are efficient for verification in practice, are investigated.
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1 PROBLEM STATEMENT

Let us consider the following boundary value problem

y′′(x) =
n

∑
i=0



ai(x)y(x − τi(x)) + bi(x)y′(x − τi(x))

+
1

∑
j=0

b
∫

a

Kij(x, s)y(j)(s − τi(s))ds)



 + f (x) ,

(1)

y(j) (x) = ϕ
(j) (x) , j = 0, 1, x ∈ [a∗; a] , y(b) = γ, (2)

where τ0 (x) = 0 and τi (x) , i = 1, n, are continuous nonnegative functions defined on [a, b],

ϕ (x) is a continuously differentiable function given on [a∗; a], a∗ = min
0≤i<n

{

inf
x∈[a;b]

(x − τi (x))

}

,

γ ∈ R.

Let ai(x), bi(x), i = 0, n, f (x) be continuous functions on [a; b] and Kij (x, s) , i = 0, n,

j = 0, 1, be continuous functions of both arguments in the domain [a, b]× [a, b].

We introduce the sets of points determined by the delays τ1 (x) , . . . , τn (x):

Ei =
{

xj ∈ [a, b] : xj − τi

(

xj

)

= 0, j = 1, 2, . . .
}

, E =
n
⋃

i=1

Ei.

Let the delays τi (x) , i = 1, n, be such that the sets Ei, i = 1, n are finite. We number the

points of the set E in ascending order. Also, we introduce the notations:

J = [a∗; a] , I = [a, b] , I1 = [a, x1] , I2 = [x1, x2] , . . . , Ik = [xk−1, xk] , Ik+1 = [xk, b] ,

B
(

J ∪ I
)

=







y (x) : y (x) ∈



C(J ∪ I) ∩
(

C1(J)∪ C1(I)
)

∩

(k+1
⋃

j=1

C2
(

Ij

)

)



 ,

|y (x)| ≤ P1, |y′(x)| ≤ P2







,

where P1, P2 are positive constants. A function y = y (x) from the space B(J ∪ I) is called a so-

lution of the problem (1)–(2) if it satisfies the equation (1) on [a; b] (with the possible exception

of the set E) and the boundary conditions (2).

2 SOLUTION EXISTENCE

It follows from the definition of the space B(J ∪ I) that the solution of the problem (1)–(2)

is continuously differentiable for any x ∈ [a, b], where y′ (a) is the right derivative.

Let us introduce a norm in the space B(J ∪ I):

‖y‖B = max

{

8

(b − a)2
max
x∈J∪I

|y (x)| ,
2

b − a
max

(

max
x∈J

∣

∣y′ (x)
∣

∣ , max
x∈I

∣

∣y′ (x)
∣

∣

)}

.
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The space B(J ∪ I) with this norm is a Banach space. The boundary value problem (1)–(2) is

equivalent to the following integral equation [5, 7]:

y(x) =

b
∫

a∗

[

n

∑
i=0

(

ai (s) y (s − τi (s)) + bi (s) y′ (s − τi (s))

+
1

∑
j=0

b
∫

a

Kij (s, ξ) y(j) (ξ − τi (ξ)) dξ

)]

G (x, s) ds + l (x) , x ∈ J ∪ I,

(3)

G (x, s) =

{

G (x, s) , x, s ∈ I,

0, otherwise,
l (x) =

{

ϕ (x) , x ∈ J,
γ−ϕ(a)

b−a (x − a) + ϕ (a) , x ∈ I,

where G (x, s) is the Green function of the following boundary value problem y′′ (x) = 0,

x ∈ I, y (a) = y (b) = 0. We define the operator T in the space B(J ∪ I) in the following way

(Ty) (x) =

b
∫

a∗

[

n

∑
i=0

(

ai (s) y (s − τi (s)) + bi (s) y′ (s − τi (s))

+
1

∑
j=0

b
∫

a

Kij (s, ξ) y(j) (ξ − τi (ξ)) dξ

)]

G (x, s) ds + l (x) , x ∈ J ∪ I.

(4)

(Ty)′ (x) =

b
∫

a∗

[

n

∑
i=0

(

ai (s) y (s − τi (s)) + bi (s) y′ (s − τi (s))

+
1

∑
j=0

b
∫

a

Kij (s, ξ) y(j) (ξ − τi (ξ)) dξ

)]

G
′

x (x, s) ds +
γ − ϕ (a)

b − a
, x ∈ J ∪ I.

(5)

Let the coefficients in the equation (1) be such that the following inequalities are true

|ai(x)| ≤ Ai, |bi(x)| ≤ Bi, |Kij(x, s)| ≤ Kij, i = 0, n, j = 0, 1, | f (x)| ≤ F, x ∈ [a; b]. We

denote P =
n

∑
i=0

(

AiP1 + BiP2 + (b − a)
1

∑
j=0

KijPj+1

)

+ F, where P1, P2 are the positive constans

which are included in the definition of space B(J ∪ I).

Theorem 1. Let the following conditions hold:

1)max

{

max
x∈J

|ϕ (x)| , (b−a)2

8 P + max
(

|ϕ (a)| , |γ|
)

}

≤ P1,

2)max

{

max
x∈J

|ϕ
′ (x)| , b−a

2 P +
∣

∣

∣

γ−ϕ(a)
b−a

∣

∣

∣

}

≤ P2,

3) (b−a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+ b−a
2

n

∑
i=0

(

Bi + (b − a)Ki1

)

< 1.

Then there exists a unique solution of the problem (1)–(2) in B (J ∪ I).

Proof. Based on Green’s function

G (x, s) =

{

(s−a)(x−b)
b−a , a ≤ s ≤ x ≤ b,

(x−a)(s−b)
b−a , a ≤ x ≤ s ≤ b,
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we obtain the following estimates:

b
∫

a

∣

∣

∣
G (x, s)

∣

∣

∣
ds ≤

(b − a)2

8
,

b
∫

a

∣

∣

∣
G′

x(x, s)
∣

∣

∣
ds ≤

b − a

2
. (6)

When the conditions 1)—2) and the inequalities (6) are true, the operator T maps the space

B(J ∪ I) onto itself. Let y1, y2 ∈ B (J ∪ I). Considering the estimates (6), we get

∣

∣

∣
(Ty1)(x)− (Ty2)(x)

∣

∣

∣
=

∣

∣

∣

∣

∣

b
∫

a∗

[

n

∑
i=0

(

ai(s)
(

y1(s − τi(s))− y2(s − τi(s))
)

+ bi(s)
(

y′1(s − τi(s))− y′2(s − τi(s))
)

+
1

∑
j=0

b
∫

a

Kij (s, ξ)
(

y
(j)
1 (ξ − τi(ξ)) − y

(j)
2 (ξ − τi(ξ))

)

dξ

)]

Ḡ(x, s)ds

∣

∣

∣

∣

∣

≤

b
∫

a∗

[

n

∑
i=0

(

Ai

∣

∣

∣
y1(s − τi(s))− y2(s − τi(s))

∣

∣

∣
+ Bi

∣

∣

∣
y′1(s − τi(s))− y′2(s − τi(s))

∣

∣

∣

+
1

∑
j=0

b
∫

a

∣

∣

∣
Kij (s, ξ)

∣

∣

∣

∣

∣

∣
y
(j)
1 (ξ − τi(ξ))− y

(j)
2 (ξ − τi(ξ))

∣

∣

∣
dξ

)]

∣

∣

∣
Ḡ(x, s)

∣

∣

∣
ds

≤

b
∫

a∗

[

n

∑
i=0

(

Ai max
s∈J∪I

∣

∣

∣
y1 − y2

∣

∣

∣
+ Bi max

{

max
s∈I

∣

∣

∣
y′1 − y′2

∣

∣

∣
, max

s∈J

∣

∣

∣
y′1 − y′2

∣

∣

∣

}

+

b
∫

a

Ki0 max
s∈J∪I

∣

∣

∣
y1 − y2

∣

∣

∣
dξ +

b
∫

a

Ki1 max

{

max
s∈I

∣

∣

∣
y′1 − y′2

∣

∣

∣
, max

s∈J

∣

∣

∣
y′1 − y′2

∣

∣

∣

}

dξ

)]

∣

∣

∣
Ḡ(x, s)

∣

∣

∣
ds

=

b
∫

a∗

[

(b − a)2

8

8

(b − a)2
max
s∈J∪I

∣

∣

∣
y1 − y2

∣

∣

∣

n

∑
i=0

Ai

+
b − a

2

2

b − a
max

{

max
s∈I

∣

∣

∣
y′1 − y′2

∣

∣

∣
, max

s∈J

∣

∣

∣
y′1 − y′2

∣

∣

∣

} n

∑
i=0

Bi

+
(b − a)2

8

8

(b − a)2
max
s∈J∪I

∣

∣

∣
y1 − y2

∣

∣

∣
(b − a)

n

∑
i=0

Ki0

+
b − a

2

2

b − a
max

{

max
s∈I

∣

∣

∣
y′1 − y′2

∣

∣

∣
, max

s∈J

∣

∣

∣
y′1 − y′2

∣

∣

∣

}

(b − a)
n

∑
i=0

Ki1

]

∣

∣

∣
Ḡ(x, s)

∣

∣

∣
ds

≤

(b − a)2

8

[

(b − a)2

8

8

(b − a)2
max
s∈J∪I

∣

∣

∣
y1 − y2

∣

∣

∣

( n

∑
i=0

Ai + (b − a)
n

∑
i=0

Ki0

)

+
b − a

2

2

b − a
max

{

max
s∈I

∣

∣

∣
y′1 − y′2

∣

∣

∣
, max

s∈J

∣

∣

∣
y′1 − y′2

∣

∣

∣

}( n

∑
i=0

Bi + (b − a)
n

∑
i=0

Ki1

)

]

≤ ‖y1 − y2‖B
(b − a)2

8

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

.
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∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣
≤ ‖y1 − y2‖B

b − a

2

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

.

Based on the obtained estimates, we have

max
x∈J∪I

∣

∣

∣
(Ty1)(x)− (Ty2)(x)

∣

∣

∣

≤ ‖y1 − y2‖B
(b − a)2

8

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

,

max

{

max
x∈J

∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣
, max

x∈I

∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣

}

≤ ‖y1 − y2‖B
b − a

2

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

.

We multiply the first inequality by 8
(b−a)2 and the second one on 2

b−a :

8

(b − a)2
max
x∈J∪I

∣

∣

∣
(Ty1)(x)− (Ty2)(x)

∣

∣

∣

≤ ‖y1 − y2‖B

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

,

2

b − a
max

{

max
x∈J

∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣
, max

x∈I

∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣

}

≤ ‖y1 − y2‖B

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

.

Given the resulting inequalities, we get

max

{

8

(b − a)2
max
x∈J∪I

∣

∣

∣
(Ty1)(x)− (Ty2)(x)

∣

∣

∣
,

2

b − a
max

{

max
x∈J

∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣
, max

x∈I

∣

∣

∣
(Ty′1)(x)− (Ty′2)(x)

∣

∣

∣

}

}

≤ ‖y1 − y2‖B

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

.

From the definition of the norm in the space B(J ∪ I) we have:
∥

∥

∥
(Ty1)(x)− (Ty2)(x)

∥

∥

∥

B

≤ ‖y1 − y2‖B

[

(b − a)2

8

n

∑
i=0

(

Ai + (b − a)Ki0

)

+
b − a

2

n

∑
i=0

(

Bi + (b − a)Ki1

)

]

.
(7)

The inequality (7) and the condition 3) imply that the operator T is a contraction in B(J ∪ I)

and it has a single fixed point in this space [6], therefore the boundary value problem (1)–(2)

has a unique solution y(x) ∈ B(J ∪ I). The proof is complete.



70 CHEREVKO I.M., DOROSH A.B.

Remark. An efficient algorithm for finding an approximate solution of the boundary value

problem (1)–(2) is the spline approximation method, using cubic splines with defect 2, which

is considered in the paper [4].
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Черевко I.М., Дорош А.Б. Iснування розв’язку крайової задачi для лiнiйних iнтегро-диференцiаль-

них рiвнянь iз багатьма запiзненнями // Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 65–70.

Для дослiдження крайових задач для диференцiальних рiвнянь iз запiзненням застосову-

ються методи стислих вiдображень та топологiчнi методи для одержання достатнiх умов iсну-

вання розв’язку диференцiальних рiвнянь зi сталим запiзненням. У данiй роботi використо-

вуються iдеї методу стислих вiдображень для одержання достатнiх умов iснування розв’язку

лiнiйних крайових задач для iнтегро-диференцiальних рiвнянь iз багатьма змiнними запiзне-

ннями.

Дослiджено властивостi гладкостi розв’язкiв таких рiвнянь та запропоновано означення

розв’язку крайової задачi. Проаналiзовано властивостi змiнних запiзнень i одержано функцiо-

нальний простiр, в якому крайова задача еквiвалентна спецiальному iнтегральному рiвнянню.

Знайдено легкi для практичної перевiрки достатнi коефiцiєнтнi умови на вихiдне рiвняння,

при виконаннi яких iснує єдиний розв’язок крайової задачi.

Ключовi слова i фрази: крайовi задачi, iнтегро-диференцiальнi рiвняння, запiзнення, iснува-

ння розв’язку.
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FERAHTIA N.1 , ALLAOUI S.E.2

A GENERALIZATION OF A LOCALIZATION PROPERTY OF BESOV SPACES

The notion of a localization property of Besov spaces is introduced by G. Bourdaud, where he
has provided that the Besov spaces Bs

p,q(R
n), with s ∈ R and p, q ∈ [1,+∞] such that p 6= q, are

not localizable in the ℓp norm. Further, he has provided that the Besov spaces Bs
p,q are embedded

into localized Besov spaces (Bs
p,q)ℓp (i.e., Bs

p,q →֒ (Bs
p,q)ℓp , for p ≥ q). Also, he has provided that

the localized Besov spaces (Bs
p,q)ℓp are embedded into the Besov spaces Bs

p,q (i.e., (Bs
p,q)ℓp →֒ Bs

p,q,
for p ≤ q). In particular, Bs

p,p is localizable in the ℓp norm, where ℓp is the space of sequences
(ak)k such that ‖(ak)‖ℓp < ∞. In this paper, we generalize the Bourdaud theorem of a localization
property of Besov spaces Bs

p,q(R
n) on the ℓr space, where r ∈ [1,+∞]. More precisely, we show

that any Besov space Bs
p,q is embedded into the localized Besov space (Bs

p,q)ℓr (i.e., Bs
p,q →֒ (Bs

p,q)ℓr ,
for r ≥ max(p, q)). Also we show that any localized Besov space (Bs

p,q)ℓr is embedded into the
Besov space Bs

p,q (i.e., (Bs
p,q)ℓr →֒ Bs

p,q, for r ≤ min(p, q)). Finally, we show that the Lizorkin-Triebel
spaces Fs

p,q(R
n), where s ∈ R and p ∈ [1,+∞) and q ∈ [1,+∞] are localizable in the ℓp norm (i.e.,

Fs
p,q = (Fs

p,q)ℓp).

Key words and phrases: Besov spaces, Lizorkin-Triebel spaces, localization property.
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INTRODUCTION

Functional calculus is one of the basic theory in functional analysis [5]. It has enabled to
study function-analytic in topological (in particular, normed) spaces of functions. For instance,
several authors such as Peetre [7], Dahlberg [4], Marcus and Mizel [6] have studied functional
calculus in certain Sobolev and Besov spaces. In particular, Bourdaud [1, 2] have established a
way of functional calculus in localized Besov spaces. More precisely, in [1] he has proved the
following result.

Theorem 1. Let p, q ∈ [1,+∞], s ∈ R, Bs
p,q and (Bs

p,q)ℓp are respectively the Besov and localized
Besov spaces. Then

(i) Bs
p,q →֒ (Bs

p,q)ℓp , for p ≥ q,

(ii) (Bs
p,q)ℓp →֒ Bs

p,q, for p ≤ q.

In particular, Bs
p,p is localizable in the ℓp norm, where ℓp is the space of sequences (ak)k such

that ‖(ak)‖ℓp = (∑∞
k=0 |ak|

p)
1
p < ∞.

УДК 517.98
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In this paper, we generalize this result by proving that it is valid for any ℓr space, where
r ∈ [1,+∞]. This paper is organized as follows. In section 1, we recall basic concepts of Besov
and Lizorkin-Triebel spaces, the decomposition of Littlewood-Paley, and some notations that
will be needed throughout this paper. In section 2, we give a generalization of Bourdaud
theorem of a localization property of Besov spaces on the ℓr space, where r ∈ [1,+∞]. Also,
we show that the Lizorkin-Triebel spaces are localizable in the ℓp norm. Finally, we present
some conclusions and discuss future research in section 3.

1 PRELIMINARIES AND NOTATIONS

This section contains the basic definitions and notations that will be needed throughout
this paper.

1.1 Notations

We note (e1, . . . , en) the canonical basis of R
n, x.y = x1y1 + · · ·+ xnyn the scalar product in

Rn, and for α ∈ Nn, |α| = α1 + · · ·+ αn, ∂
|α| f

∂
α1 x1 ...∂αn xn

the partial derivative of the function f is
denoted by ∂

α f .
If f : R

n
−→ C, the support of f denoted by supp f . D(Rn) is the space of test functions,

i.e. of smooth functions which have compact support, D′(Rn) is the dual of D(Rn) . S(Rn)

is the Schwartz space of functions C
∞(Rn) rapidly decreasing on Rn, the dual S ′(Rn) is the

space of tempered distributions.
If f ∈ S(Rn), then it Fourier transform defined by

F ( f (x))(ξ) =
∫

Rn
exp(−ix.ξ) f (x)dx

and its inverse Fourier transform defined by

F
−1(̂f (ξ))(x) = (2π)−n

∫

Rn
exp(ix.ξ)̂f (ξ)dξ.

Let A1 and A2 be two spaces, we say that A1 →֒ A2 if there exists c > 0 such that
‖.‖A2 ≤ c‖.‖A1 . Let p′ be the conjugate exponent of p, 1

p +
1
p′ = 1 where p ∈ [1,+∞].

Let k ∈ Zn; τk is the translation operator defined by τk f (·) = f (· − k); Lp is the space of the

measurable functions f such that ‖ f‖Lp = (
∫

Rn | f (x)|pdx)
1
p < ∞; ℓq is the space of sequences

(ak)k such that ‖(ak)‖ℓq = (∑∞
k=0 |ak|

q)
1
q < ∞.

Let 0 < p ≤ ∞, 0 < q ≤ ∞, so

‖ fk‖ℓq(Lp) = (
∞

∑
k=0

‖ fk(x)‖
q
p)

1
q < ∞, ‖ fk‖Lp(ℓq) = ‖(

∞

∑
k=0

| fk(x)|q)
1
q
‖p < ∞.

1.2 The decomposition of Littlewood-Paley

Let ϕ ∈ S(Rn), which satisfy the conditions:

(i) supp ϕ ⊂ {ξ ∈ Rn : 1 ≤ |ξ| ≤ 3},

(ii) ϕ(ξ) > 0, for 1 ≤ |ξ| ≤ 3,

(iii) ∑j∈Z ϕ(2−j
ξ) = 1, for ξ ∈ R

n
\ {0}.
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The construction of ϕ does not pose any difficulty, see for example [3] . We put ϕ(ξ) = 1 −

∑
∞
j=1 ϕ(2−j

ξ), then it follows that the function ϕ ∈ C
∞(Rn), such that supp ϕ ⊂ {ξ ∈ Rn :

|ξ| ≤ 3}. In the following, we fix the partition of the unit and we obtain:

ϕ(ξ) + Σ∞
j=1ϕ(2−j

ξ) = 1 (for all ξ ∈ R
n).

To this partition we associate a sequence of convolution operators ∆j : S ′
−→ C

∞, defined by

F (∆j f )(ξ) = ϕ(2−j
ξ)̂f (ξ), for j = 1, 2, . . . and F (∆0 f )(ξ) = ϕ(ξ)̂f (ξ). Also, we define the

operators Qk by F (Qk f )(ξ) = ϕ(2−k
ξ)̂f (ξ), k = 1, 2, . . . , for all f ∈ S

′, the decomposition of f

of the Littlewood-Paley type given by

f = ∑
j≥0

∆j f . (1)

The series (1) converges in the sense of tempered distributions. The series (1) can be written as

f = Qk f + ∑
j≥k+1

∆j f ,

This formula is valid for any f ∈ S
′ and k ∈ N, such that Qk f = ∑j≤k ∆j f .

Definition 1 ([10]). Let f ∈ S
′ and a > 0. We define the maximal operators associated to the

∆k and Qk by

∆
∗,a
k f (x) = sup

y∈Rn

|∆k f (x − y)|

(1 + 2k
|y|)a

and Q∗,a
k f (x) = sup

y∈Rn

|Qk f (x − y)|

(1 + 2k
|y|)a

.

Definition 2 ([8]). Let s ∈ R, p, q ∈ [1,+∞]. The Besov space Bs
p,q(R

n) is the set of all f ∈

S
′(Rn) satisfying

‖ f‖Bs
p,q(Rn) =







(∑j≥0(2
sj
‖∆j f‖p)q)

1
q < +∞, for q 6= ∞,

supj≥0(2
sj
‖∆j f‖p) < +∞, for q = ∞.

(2)

Definition 3 ([8]). Let s ∈ R, p ∈ [1,+∞[ and q ∈ [1,+∞]. The Lizorkin-Triebel space Fs
p,q(R

n)

is the set of all f ∈ S
′(Rn) satisfying

‖ f‖Fs
p,q(Rn) =







‖(∑j≥0(2
sj
|∆j f |)q)

1
q
‖p < +∞, for q 6= ∞.

‖ supj≥0(2
sj
|∆j f |)‖p < +∞, for q = ∞.

(3)

Remark 1. In the formula (2) (resp. (3)), we can replace ∆j by ∆
∗,a
j with a >

n
p (resp. a >

n
min(p,q)), and we obtain an equivalent norm in Bs

p,q(R
n) (resp. Fs

p,q(R
n)).

For more details, see Peetre [7] and Triebel [10] .

Proposition 1 ([2]). Let s ∈ R.

(i) For all γ > 1 there exists c > 0 such that for any sequence of functions ( fj)j≥0, where
supp F fj ⊂ {ξ : γ

−12j
≤ |ξ| ≤ γ2j

}, we have

‖

∞

∑
j=0

fj‖Bs
p,q

≤ c(
∞

∑
j=0

2sjq
‖ fj‖

q
p)

1
q .

(ii) For all a > 1 there exists c > 0 such that for any sequence of functions ( fj)j∈N, where
supp F fj ⊂ {ξ : a−12j

≤ |ξ| ≤ a2j
}, we have

‖

∞

∑
j=0

fj‖Fs
p,q ≤ c‖(

∞

∑
j=0

2sjq
| fj |

q)
1
q
‖p.
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2 LOCALIZATION OF BESOV SPACES

In this section, we give a generalization of Bourdaud theorem of a localization property
of Besov spaces on the ℓr space, where r ∈ [1,+∞]. Also, we show that the Lizorkin-Triebel
spaces are localizable in the ℓp norm. We start with these important concepts.

Let E be a Banach space of distributions. We associate on the space E the following hypoth-
esis.

1) Translation invariance; if we denote τx the operator given by τx f (t) = f (x − t), then τx is
an isometric of E;

2) Localization invariance; for all f ∈ E and ϕ ∈ D(Rn), we have that ϕ f ∈ E.

Let ϕ ∈ D(Rn). The notion of localized is defined by fx = τx ϕ · f , it follows immediately from
the hypothesis 1) and 2) that the family ( fx)x∈Rn is bounded in E. We consider the set A as the
class of all the functions ϕ ∈ D(Rn) satisfying

∑
k∈Zn

ϕ(x − k) = 1 for all x ∈ R
n.

Definition 4 ([1]). Let E be a Banach space of distributions, E is localizable in the ℓp norm
(1 ≤ p ≤ ∞), if there exist ϕ ∈ A and a constant c ≥ 1, such that

c−1
‖ f‖E ≤ ( ∑

k∈Zn

‖τk ϕ. f‖
p
E)

1
p
≤ c‖ f‖E ,

i.e. E = (E)ℓp , we denote by (E)ℓp the distribution space of u such that

‖u‖(E)
ℓp = ‖(‖τk ϕ.u‖E)k∈Zn‖ℓp < ∞.

Proposition 2 ([1]). Let S be the Schwartz space, if the function θ ∈ S is not null on the support
of ϕ, then we have

‖u‖(E)
ℓp ∼ ‖(‖τkθ.u‖E)k∈Zn‖ℓp .

Proposition 3 ([1]). Let Bs
p,q be a Besov space, and N be a natural number fulfill N > s, and

λ, µ ∈ S , such that

(i) µ(ξ) 6= 0, for |ξ| ≤ 3,

(ii) λ(ξ) 6= 0, for 1 ≤ |ξ| ≤ 3 and λ
(α)(0) = 0 for |α| < N.

We denote by Lj(j ≥ 1) the respective symbol operators λ(2−j
ξ) and by L0 the symbol operator

µ(ξ), therefore
‖u‖Bs

p,q
∼ ‖(2js

‖Lju‖p)j∈N‖ℓq .

In the following theorem we give a generalization of Bourdaud theorem of a localization
property of Besov spaces on the ℓr spaces, by using Proposition 2 and Proposition 3.

Theorem 2. Let p, q, r ∈ [1,+∞], s ∈ R, and Bs
p,q and (Bs

p,q)ℓr are respectively the Besov and
localized Besov spaces. Then

(i) Bs
p,q →֒ (Bs

p,q)ℓr for r ≥ max(p, q),
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(ii) (Bs
p,q)ℓr →֒ Bs

p,q for r ≤ min(p, q).

In particular, Bs
p,p space is localizable in the ℓp norm.

Proof. (i) We will show that

‖u‖(Bs
p,q)ℓr ≤ c‖u‖Bs

p,q
for c > 0.

By Proposition 1, it follows that

‖ ∑
j≥0

τkθ.∆ju‖Bs
p,q

≤ c(∑
j≥0

2sjq
‖τkθ.∆ju‖

q
p)

1
q .

This implies that, ‖τkθ.u‖r
Bs

p,q
≤ c(∑∞

j=0 2sjq
‖τkθ.∆ju‖

q
p)

r
q . Then it holds that

( ∑
k∈Zn

‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c( ∑

k∈Zn

(
∞

∑
j=0

2sjq
‖τkθ.∆ju‖

q
p)

r
q )

1
r .

Consequently

( ∑
k∈Zn

‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c(‖(2sj

‖τkθ.∆ju‖p)k∈Zn‖ℓr(ℓq)). (4)

Since, r ≥ max(p, q) implies that q ≤ r. Then from Minkowski inequality we have

‖(2sj
‖τkθ.∆ju‖p)k∈Zn‖ℓr(ℓq) ≤ c‖(2sj

‖τkθ.∆ju‖p)k∈Zn‖ℓq(ℓr).

So, we can see that the inequality (4) becomes as follows

( ∑
k∈Zn

‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c(‖(2sj

‖τkθ.∆ju‖p)k∈Zn‖ℓq(ℓr)).

Consequently (∑k∈Zn ‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c(∑∞

j=0 2sjq(∑k∈Zn ‖τkθ.∆ju‖
r
p)

q
r )

1
q . Therefore,

( ∑
k∈Zn

‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c(

∞

∑
j=0

2sjq(‖τkθ.∆ju‖ℓr(Lp))
q)

1
q . (5)

Also, we have r ≥ max(p, q) implies that p ≤ r, i.e. ℓp
→֒ ℓr, it follows that ℓp(Lp) →֒

ℓr(Lp). Consequently ‖(τkθ.∆ju)k∈Zn‖ℓr(Lp) ≤ c‖(τkθ.∆ju)k∈Zn‖ℓp(Lp). So, we can see that the

inequality (5) becomes as follows (∑k∈Zn ‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c(∑∞

j=0 2sjq(‖τkθ.∆ju‖ℓp(Lp))
q)

1
q . Since

Lp is a space localizable in the ℓp norm, then it holds that ‖τkθ.∆ju‖ℓp(Lp) ∽ ‖∆ju‖p. Hence,

( ∑
k∈Zn

‖τkθ.u‖r
Bs

p,q
)

1
r ≤ c(

∞

∑
j=0

2sjq
‖∆ju‖

q
p)

1
q
≤ c‖u‖Bs

p,q .

Thus, Bs
p,q →֒ (Bs

p,q)ℓr .
(ii) Now, we will show that

‖u‖Bs
p,q

≤ c‖u‖(Bs
p,q)ℓr for c > 0.
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Let u ∈ S
′(Rn). Then it holds that

‖Lj(u)‖p = ‖Lj( ∑
k∈Zn

τk ϕ.u)‖p = ‖ ∑
k∈Zn

Lj(τk ϕ.u)‖p ≤ c( ∑
k∈Zn

‖Lj(τk ϕ.u)‖p
p)

1
p .

Since r ≤ min(p, q), it holds that ℓr
→֒ ℓp, i.e.

‖(‖Lj(τk ϕ.u)‖p)k∈Zn‖ℓp ≤ c‖(‖Lj(τk ϕ.u)‖p)k∈Zn‖ℓr .

So, we have

‖Lj(u)‖p ≤ c( ∑
k∈Zn

‖Lj(τk ϕ.u)‖p
p)

1
p
≤ c( ∑

k∈Zn

‖Lj(τk ϕ.u)‖r
p)

1
r .

This implies that

(
∞

∑
j=0

2sjq
‖Lju‖

q
p)

1
q
≤ c(

∞

∑
j=0

2sjq( ∑
k∈Zn

‖Lj(τk ϕ.u)‖r
p)

q
r )

1
q .

Consequently

(
∞

∑
j=0

2sjq
‖Lju‖

q
p)

1
q
≤ c(‖(2sj

‖Lj(τk ϕ.u)‖p)k∈Zn‖ℓq(ℓr)). (6)

Since r ≤ min(p, q), it holds that r ≤ q. Then from Minkowski inequality we have

‖(2sj
‖Lj(τk ϕ.u)‖p)k∈Zn‖ℓq(ℓr) ≤ c‖(2sj

‖Lj(τk ϕ.u)‖p)k∈Zn‖ℓr(ℓq).

So, we can see that the inequality (6) becomes as follows

(
∞

∑
j=0

2sjq
‖Lju‖

q
p)

1
q
≤ c(‖(2sj

‖Lj(τk ϕ.u)‖p)k∈Zn‖ℓr(ℓq)).

Consequently

(
∞

∑
j=0

2sjq
‖Lju‖

q
p)

1
q
≤ c( ∑

k∈Zn

(
∞

∑
j=0

2sjq
‖Lj(τk ϕ.u)‖q

p)
r
q )

1
r ≤ c( ∑

k∈Zn

‖τk ϕ.u‖r
Bs

p,q
)

1
r ≤ c‖u‖(Bs

p,q)ℓr .

Thus, (Bs
p,q)ℓr →֒ Bs

p,q.

Remark 2. The generalization of Bourdaud Theorem given by Sickel and Smirnov in 1999
[9] using the wavelet method, the aim of this work is to generalize the same Theorem of a
localization property by using a different method.

Theorem 3. Let p ∈ [1,+∞), q ∈ [1,+∞], s ∈ R, Fs
p,q and (Fs

p,q)ℓp are respectively the Lizorkin-
Triebel and localized Lizorkin-Triebel spaces. Then the space Fs

p,q is localizable in the ℓp norm,
i.e. Fs

p,q = (Fs
p,q)ℓp .

Proof. (i) (Fs
p,q)ℓp →֒ Fs

p,q. We will show that

‖ f‖Fs
p,q

≤ c‖ f‖(Fs
p,q)ℓp for c > 0.
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From Definition 3, ‖ f‖Fs
p,q

= ‖(∑∞
j=0 2sjq

|∆j f |q)
1
q
‖p. We put ∆j f = ∑k∈Zn τk ϕ.∆j f , it follows

that ‖ f‖Fs
p,q

= ‖(∑∞
j=0(∑k∈Zn 2sj

|τk ϕ∆j f |)q)
1
q
‖p. Consequently

‖ f‖Fs
p,q = ‖‖2sj(τk ϕ∆j f )k∈Zn‖ℓq(ℓ1)‖p.

Since, 1 ≤ q. Then from Minkowski inequality we have

‖ f‖Fs
p,q = ‖‖2sj(τk ϕ∆j f )k∈Zn‖ℓq(ℓ1)‖p ≤ ‖‖2sj(τk ϕ∆j f )k∈Zn‖ℓ1(ℓq)‖p.

Consequently

‖ f‖Fs
p,q

≤ c‖ ∑
k∈Zn

(
∞

∑
j=0

2sjq
|τk ϕ∆j f |q)

1
q
‖p ≤ c( ∑

k∈Zn

‖(
∞

∑
j=0

2sjq
|τk ϕ∆j f |q)

1
q
‖

p
p)

1
p .

Hence, ‖ f‖Fs
p,q

≤ c(∑k∈Zn ‖τk ϕ. f‖
p
Fs

p,q
)

1
p . Thus, (Fs

p,q)ℓp →֒ Fs
p,q.

(ii) Fs
p,q →֒ (Fs

p,q)ℓp . Now, we will show that

‖ f‖(Fs
p,q)ℓp ≤ c‖ f‖Fs

p,q
for c > 0.

Let p, q ∈ [1,+∞] and s ∈ R. Then it holds that

( ∑
k∈Zn

‖τk ϕ. f‖
p
Fs

p,q
)

1
p = ( ∑

k∈Zn

‖τk ϕ

∞

∑
j=0

∆j f‖
p
Fs

p,q
)

1
p = ( ∑

k∈Zn

‖

∞

∑
j=0

∆j f τk ϕ‖
p
Fs

p,q
)

1
p .

From Proposition 1, it follows that

( ∑
k∈Zn

‖τk ϕ. f‖
p
Fs

p,q
)

1
p

≤ c( ∑
k∈Zn

‖(
∞

∑
j=0

2sjq
|∆j f τk ϕ|

q)
1
q
‖

p
p)

1
p

≤ c( ∑
k∈Zn

‖τk ϕ(
∞

∑
j=0

2sjq
|∆j f |q)

1
q
‖

p
p)

1
p .

Since Lp is a space localizable in the ℓp norm, then it holds that

( ∑
k∈Zn

‖τk ϕ. f‖
p
Fs

p,q
)

1
p
≤ c‖(

∞

∑
j=0

2sjq
|∆j f |q)

1
q
‖p ≤ c‖ f‖Fs

p,q .

Thus, Fs
p,q →֒ (Fs

p,q)ℓp .

3 CONCLUSION

In this work, we have generalized the Bourdaud theorem of a lacalization property of Besov
spaces Bs

p,q(R
n) on the ℓr space, where s ∈ R, p, q, r ∈ [1,+∞]. Also, we have provided that

the Lizorkin-Triebel spaces are localizable in the ℓp norm. In future work, we will investigate
the localization property on other functional spaces.
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Ферахтiя Н., Аллауi С.Е. Узагальнення локалiзацiйної властивостi просторiв Бєсова // Карпатськi
матем. публ. — 2018. — Т.10, №1. — C. 71–78.

Поняття локалiзацiйної властивостi просторiв Бєсова введене Г. Бурдо, вiн показав, що
простори Бєсова Bs

p,q(R
n), де s ∈ R i p, q ∈ [1,+∞] такi, що p 6= q, є нелокалiзовними у нор-

мi ℓp. Також вiн показав, що простори Бєсова Bs
p,q вкладенi в локалiзованi простори Бєсова

(Bs
p,q)ℓp (тобто Bs

p,q →֒ (Bs
p,q)ℓp при p ≥ q). Також було показано, що локалiзованi простори

Бєсова (Bs
p,q)ℓp вкладенi в простори Бєсова Bs

p,q (тобто (Bs
p,q)ℓp →֒ Bs

p,q при p ≤ q). Зокрема
Bs

p,p є локалiзовним в нормi ℓp, де ℓp простiр послiдовностей (ak)k таких, що ‖(ak)‖ℓp < ∞.
У цiй статтi ми узагальнили теорему Бурдо про локалiзацiйну властивiсть просторiв Бєсова
Bs

p,q(R
n) на простiр ℓr, де r ∈ [1,+∞]. А точнiше ми довели, що будь-який простiр Бєсова Bs

p,q
є вкладений в локалiзований простiр Бєсова (Bs

p,q)ℓr (тобто Bs
p,q →֒ (Bs

p,q)ℓr при r ≥ max(p, q)).
Також ми показали, що будь-який локалiзований простiр Бєсова (Bs

p,q)ℓr вкладений в простiр
Бєсова Bs

p,q (тобто (Bs
p,q)ℓr →֒ Bs

p,q при r ≤ min(p, q)). I на завершення було показано, що про-
стори Лiзоркiна-Трiбеля Fs

p,q(R
n), де s ∈ R i p, q ∈ [1,+∞] є локалiзовними в нормi ℓp (тобто

Fs
p,q = (Fs

p,q)ℓp).

Ключовi слова i фрази: простори Бєсова, простори Лiзоркiна-Трiбеля, локалiзацiйна власти-
вiсть.
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FILEVYCH P.V., HRYBEL O.B.

THE GROWTH OF THE MAXIMAL TERM OF DIRICHLET SERIES

Let Λ be the class of nonnegative sequences (λn) increasing to +∞, A ∈ (−∞,+∞], LA be the
class of continuous functions increasing to +∞ on a half-closed interval of the form [A0, A), and
F(s) = ∑ anesλn be a Dirichlet series such that its maximum term µ(σ, F) = maxn |an|e

σλn is defined
for every σ ∈ (−∞, A). It is proved that for all functions α ∈ L+∞ and β ∈ LA the equality

ρ
∗

α,β(F) = max
(ηn)∈Λ

lim
n→∞

α(ηn)

β

(

ηn
λn

+ 1
λn

ln 1
|an|

)

holds, where ρ
∗

α,β(F) is the generalized α, β-order of the function ln µ(σ, F), i.e. ρ
∗

α,β(F) = 0 if the

function µ(σ, F) is bounded on (−∞, A), and ρ
∗

α,β(F) = lim
σ↑A α(ln µ(σ, F))/β(σ) if the function

µ(σ, F) is unbounded on (−∞, A).
Key words and phrases: Dirichlet series, maximal term, central index, generalized order.

Vasyl Stefanyk Precarpathian National University, 57 Shevchenka str., 76018, Ivano-Frankivsk, Ukraine
E-mail: p.v.filevych@gmail.com (Filevych P.V.), olha.hrybel@gmail.com (Hrybel O.B.)

1 INTRODUCTION

We denote by N0 the class of nonnegative integer numbers, and let Λ be the class of non-
negative increasing sequences λ = (λn)n∈N0 tending to +∞.

Let λ ∈ Λ. We consider a Dirichlet series of the form

F(s) =
∞

∑
n=0

anesλn , s = σ + it, (1)

and set

σ
∗(F) = lim

n→∞

1
λn

ln
1

|an|
, E(F) = {σ ∈ R : |an|e

σλn = o(1), n → ∞}.

It is easy to see that

σ
∗(F) =

{

−∞, if E(F) = ∅;

sup E(F), if E(F) 6= ∅.

If σ
∗(F) > −∞, then for all σ ∈ (−∞; σ

∗(F)) we define the maximal term and central index of
the series F respectively by

µ(σ, F) = max{|an |e
σλn : n ∈ N0}, ν(σ, F) = max{n ∈ N0 : |an|e

σλn = µ(σ, F)}.
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Let A ∈ (−∞,+∞], and α : Dα → R be a real function. We say that α ∈ LA if two following
conditions are fulfilled: (i) the domain Dα of α is a half-closed interval of the form [A0, A); (ii)
the function α is continuous and increasing to +∞ on Dα. If α ∈ LA and A ≤ x ≤ +∞, then
we assume that α(x) = +∞.

For a given A ∈ (−∞,+∞] and λ ∈ Λ we denote by D
∗

A(λ) the class of Dirichlet series of
the form (1) such that σ

∗(F) ≥ A and put D∗

A = ∪
λ∈ΛD

∗

A(λ).
Let α ∈ L+∞, β ∈ LA and F ∈ D

∗

A. If the function µ(σ, F) is bounded on (−∞, A), we set
ρ
∗

α,β(F) = 0; if the function µ(σ, F) is unbounded on (−∞, A), we put

ρ
∗

α,β(F) = lim
σ↑A

α(ln µ(σ, F))

β(σ)
.

Let p be a positive constant. Under some conditions on functions α, β ∈ L+∞, Sheremeta
[1] proved that

ρ
∗

α,β(F) = lim
n→∞

α(λn/p)

β

(

1
p +

1
λn

ln 1
|an|

) (2)

for every Dirichlet series F ∈ D
∗

+∞ of the form (1). Note that without additional conditions on
functions α, β ∈ L+∞ formula (1) is false in general (see e.g. [2, 3]).

The following theorem indicates a formula for calculating ρ
∗

α,β(F) in the case of arbitrary
A ∈ (−∞,+∞], α ∈ L+∞, β ∈ LA, and F ∈ D

∗

A.

Theorem 1. Let A ∈ (−∞,+∞], α ∈ L+∞, β ∈ LA. Then for every Dirichlet series F ∈ D
∗

A of
the form (1) we have

ρ
∗

α,β(F) = max
η∈Λ

lim
n→∞

α(ηn)

β

(

ηn

λn
+ 1

λn
ln 1

|an|

) .

It can easily be shown that Theorem 1 is equivalent to the following theorem.

Theorem 2. Let A ∈ (−∞,+∞], α ∈ L+∞, β ∈ LA. Then for every Dirichlet series F ∈ D
∗

A of
the form (1) we have

ρ
∗

α,β(F) = lim
n→∞

sup
x∈Dα

α(x)

β

(

x
λn

+ 1
λn

ln 1
|an|

) .

2 PROOF OF THEOREM 1

For a sequence η ∈ Λ set k(η) = limn→∞
α(ηn)

β

(

ηn
λn

+ 1
λn

ln 1
|an|

) .

Consider a Dirichlet series F ∈ D
∗ of the form (1) and prove that k(η) ≤ ρ

∗

α,β(F). If
ρ
∗

α,β(F) = +∞ it is trivial. Assume that ρ
∗

α,β(F) < +∞, and let ρ > ρ
∗

α,β(F) be a constant.
Then

ln µ(σ) ≤ α
−1(ρβ(σ)), σ ∈ [σ0, A).

Hence, for every n ∈ N0 we have ln |an| ≤ α
−1(ρβ(σ)) − λnσ, σ ∈ [σ0, A). Therefore, using

the notation σn = β
−1

(

1
ρ
α(ηn)

)

for all n ≥ n0 we obtain

ln |an| ≤ α
−1(ρβ(σn))− λnσn = ηn − λnβ

−1
(

1
ρ

α(ηn)

)

,
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and this can also be written as

ρ ≥

α(ηn)

β

(

ηn

λn
+ 1

λn
ln 1

|an|

) , n ≥ n0.

This yields the inequality k(η) ≤ ρ. Since ρ > ρ
∗

α,β(F) is an arbitrary, we obtain k(η) ≤ ρ
∗

α,β(F).
It remains to show that there exists a sequence η ∈ Λ such that k(η) ≥ ρ

∗

α,β(F). If
ρ
∗

α,β(F) = 0, then k(η) ≥ ρ
∗

α,β(F) for every sequence η ∈ Λ as is proved above. Let ρ
∗

α,β(F) > 0,
and (ρk)k∈N0 be a positive sequence that increase to ρ

∗

α,β(F). Then it follows from the defi-
nition of ρ

∗

α,β(F) that there exists a sequence (σk)k∈N0 increasing to A such that the sequence
(ν(σk , F))k∈N0 is also increasing and

α(ln µ(σk)) ≥ ρkβ(σk), k ∈ N0.

Let nk = ν(σk, F), k ∈ N0. Consider a sequence η ∈ Λ such that ηnk
= α

−1(ρkβ(σk)), k ≥ k0.
Then for every k ≥ k0 we have

ln |ank
|+ λnk

β
−1

(

1
ρk

α(ηnk
)

)

= ln |ank
|+ λnk

σk = ln µ(σk) ≥ α
−1(ρkβ(σk)) = ηnk

.

This yields ρk <
α(ηnk

)

β

(

ηnk
λnk

+ 1
λnk

ln 1
|ank

|

) for all sufficiently large k.

Therefore, k(η) ≥ limk→∞ ρk = ρ
∗

α,β(F). Theorem 1 is proved.
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Фiлевич П.В., Грибель О.Б. Зростання максимального члена рядiв Дiрiхле // Карпатськi матем.
публ. — 2018. — Т.10, №1. — C. 79–81.

Нехай Λ — клас невiд’ємних зростаючих до +∞ послiдовностей (λn), A ∈ (−∞,+∞], LA —
клас неперервних зростаючих до +∞ функцiй, заданих на напiввiдкритому iнтервалi вигля-
ду [A0, A), а F(s) = ∑ anesλn — ряд Дiрiхле такий, що його максимальний член µ(σ, F) =

maxn |an|e
σλn є визначеним для всiх σ ∈ (−∞, A). В роботi доведено, що для довiльних функцiй

α ∈ L+∞ i β ∈ LA правильна рiвнiсть

ρ
∗

α,β(F) = max
(ηn)∈Λ

lim
n→∞

α(ηn)

β

(

ηn
λn

+ 1
λn

ln 1
|an|

) ,

де ρ
∗

α,β(F) — узагальнений α, β-порядок функцiї ln µ(σ, F), тобто ρ
∗

α,β(F) = 0, якщо функцiя

µ(σ, F) обмежена на (−∞, A), i ρ
∗

α,β(F) = lim
σ↑A α(ln µ(σ, F))/β(σ), якщо функцiя µ(σ, F) нео-

бмежена на (−∞, A).

Ключовi слова i фрази: ряд Дiрiхле, максимальний член, центральний iндекс, узагальнений
порядок.
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WICK CALCULUS ON SPACES OF REGULAR GENERALIZED FUNCTIONS OF LÉVY

WHITE NOISE ANALYSIS

Many objects of the Gaussian white noise analysis (spaces of test and generalized functions,
stochastic integrals and derivatives, etc.) can be constructed and studied in terms of so-called chaotic
decompositions, based on a chaotic representation property (CRP): roughly speaking, any square inte-
grable with respect to the Gaussian measure random variable can be decomposed in a series of Itô’s
stochastic integrals from nonrandom functions. In the Lévy analysis there is no the CRP (except the
Gaussian and Poissonian particular cases). Nevertheless, there are different generalizations of this
property. Using these generalizations, one can construct different spaces of test and generalized
functions. And in any case it is necessary to introduce a natural product on spaces of generalized
functions, and to study related topics. This product is called a Wick product, as in the Gaussian
analysis.

The construction of the Wick product in the Lévy analysis depends, in particular, on the selected
generalization of the CRP. In this paper we deal with Lytvynov’s generalization of the CRP and with
the corresponding spaces of regular generalized functions. The goal of the paper is to introduce and
to study the Wick product on these spaces, and to consider some related topics (Wick versions of
holomorphic functions, interconnection of the Wick calculus with operators of stochastic differen-
tiation). Main results of the paper consist in study of properties of the Wick product and of the
Wick versions of holomorphic functions. In particular, we proved that an operator of stochastic
differentiation is a differentiation (satisfies the Leibniz rule) with respect to the Wick multiplication.

Key words and phrases: Lévy process, stochastic differentiation, Wick product.

Vasyl Stefanyk Precarpathian National University, 57 Shevchenka str., 76018, Ivano-Frankivsk, Ukraine
E-mail: mashadyriv@ukr.net

INTRODUCTION

Due to development of physics and mathematics (in particular, of the quantum field the-
ory, of the mathematical physics, of the theory of random processes) there is a need to develop
a theory of test and generalized functions of infinitely many variables. There are different
approaches to building of such a theory. Correspondingly, different spaces of test and general-
ized functions are the object of study. One of the most successful approaches consists in build-
ing of the just now mentioned spaces in such a way that the natural pairing between test and
generalized functions is generated by integration with respect to some probability measure on
a dual nuclear space (in particular, on a dual Schwartz space). First it was the standard Gaus-
sian measure (the measure of a Gaussian white noise), the corresponding theory is called the
Gaussian white noise analysis (see, e.g., [10, 21]); then it were realized numerous generalizations.
In particular, important for applications results can be obtained if as the above-mentioned
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2010 Mathematics Subject Classification: 46F05, 46F25, 60G51, 60H05.

c© Frei M.M., 2018



WICK CALCULUS ON SPACES OF REGULAR GENERALIZED FUNCTIONS . . . 83

measure one uses a so-called Lévy white noise measure (e.g., [4, 5]), the corresponding theory is
called the Lévy white noise analysis.

An important role in the Gaussian analysis belongs to a so-called chaotic representation prop-

erty (CRP): roughly speaking, any square integrable with respect to the Gaussian measure
random variable can be decomposed in a series of Itô’s stochastic integrals from nonrandom
functions. In particular, the CRP can be used in order to construct the extended Skorohod
stochastic integral [13, 27] and the Hida stochastic derivative [10].

Unfortunately, in the Lévy analysis there is no the CRP [29] (except Gaussian and Poisso-
nian particular cases). Nevertheless, there are different approaches to a generalization of this
property: Itô’s approach [12], Nualart-Schoutens’ approach [24,25], Lytvynov’s approach [23],
Oksendal’s approach [4,5], etc. The interconnections between these generalizations of the CRP
are described in, in particular, [1, 4, 5, 17, 23, 28, 30].

One can use different generalizations of the CRP and construct different spaces of test and
generalized functions in the Lévy analysis, depending on the purpose of the research. And in
any case, for solving of some problems, or even simply for the completeness of the theory, it
is necessary to introduce a natural product on spaces of generalized functions, and to study
related topics. In the classical Gaussian analysis such a product, known as a Wick product, can
be introduced with use of symmetric tensor products of kernels from natural decompositions
of generalized functions (e.g., [22]). But in a general Lévy analysis the situation is more com-
plicated: now the construction of a product on spaces of generalized functions appreciably
depends on the construction of the just now mentioned spaces that, by-turn, depends, in par-
ticular, on the selected generalization of the CRP. For example, elements of the Lévy analysis
in terms of Oksendal’s generalization of the CRP and, in particular, the corresponding Wick
product and related topics, are considered in [4, 5].

In this paper we deal with so-called regular parametrized Kondratiev-type spaces of gen-
eralized functions of the Lévy white noise analysis [16], which are constructed with use of
Lytvynov’s generalization of the CRP. The goal of the paper is to introduce and to study a
natural product (a Wick product) on these spaces, and to consider some related topics (Wick
versions of holomorphic functions, stochastic equations with Wick type nonlinearities, inter-
connection of the Wick calculus with operators of stochastic differentiation). Main results of
the paper consist in study of properties of the Wick product and of the Wick versions of holo-
morphic functions. In particular, we proved that an operator of stochastic differentiation is a
differentiation (satisfies the Leibniz rule) with respect to the Wick multiplication.

Note that, as distinguished from the Gaussian case, now the symmetric tensor product of
kernels from natural decompositions of generalized functions is indeterminated, therefore we
introduce an applicable generalization of this product, by analogy with a so-called Gamma
white noise analysis [15] and a more general Meixner white noise analysis [14].

The paper is organized in the following manner. In the first section we recall necessary
notions, definitions and statements. Namely, we introduce a Lévy process L and convenient
for our considerations probability space connected with L; describe in detail Lytvynov’s gen-
eralization of the CRP; consider a regular parametrized rigging of (L2), and the stochastic
integrals, derivatives, and operators of stochastic differentiation on the spaces that belong to
this rigging. The second section is devoted to the Wick calculus: in the first subsection we
introduce and study the Wick product and the Wick versions of holomorphic functions on the
spaces of regular generalized functions; in the second subsection we study an interconnection
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between the Wick calculus and the operator of stochastic differentiation.

1 PRELIMINARIES

In this paper we accept on default that signs ‖ · ‖H or | · |H denote the norm in a space H;
a sign (·, ·)H denotes the scalar product in H; signs 〈·, ·〉H or 〈〈·, ·〉〉H denote the dual pairing
generated by the scalar product in H.

1.1 Lévy processes

Set R+ := [0,+∞). Consider a real-valued locally square integrable Lévy process L =

(Lt)t∈R+ (i.e. a random process on R+ with stationary independent increments and such that
L0 = 0) without Gaussian part and drift. As is known (e.g., [5]), the characteristic function of
L is

E[eiθLt ] = exp
[

t
∫

R

(eiθx
− 1 − iθx)ν(dx)

]

. (1)

Here ν is the Lévy measure of L, which is a measure on (R,B(R)), here and below B denotes
the Borel σ-algebra; E denotes the expectation. We assume that ν is a Radon measure whose

support contains an infinite number of points, ν({0}) = 0, there exists ε > 0 such that
∫

R

x2eε|x|
ν(dx) < ∞,

and
∫

R

x2
ν(dx) = 1. (2)

Let us define the measure of the white noise of L. By D denote the set of all real-valued
infinite-differentiable functions on R+ with compact supports. As is known, D can be en-
dowed by the projective limit topology generated by a family of Sobolev spaces (e.g., [3]). Let
D

′ be the set of linear continuous functionals on D. For ω ∈ D
′ and ϕ ∈ D denote ω(ϕ) by

〈ω, ϕ〉; note that one can understand 〈·, ·〉 as the dual pairing generated by the scalar product
in the space L2(R+) of (classes of) square integrable with respect to the Lebesgue measure
real-valued functions on R+ (e.g., [3]). The notation 〈·, ·〉 will be preserved for dual pairings
in tensor powers of riggings of L2(R+) and in tensor powers of complexifications of such rig-
gings.

Definition 1. A probability measure µ on (D′, C(D′)), where C denotes the cylindrical σ-
algebra, with the Fourier transform

∫

D
′

ei〈ω,ϕ〉
µ(dω) = exp

[

∫

R+×R

(eiϕ(u)x
− 1 − iϕ(u)x) duν(dx)

]

, ϕ ∈ D, (3)

is called the measure of a Lévy white noise.

The existence of µ follows from the Bochner-Minlos theorem (e.g., [11]), this proved in
[23]. Below we assume that the σ-algebra C(D′) is completed with respect to µ, i.e. we take the
completion of C(D′) and preserve for this completion the previous designation. So, now C(D′)

contains all subsets of all measurable sets O such that µ(O) = 0.
Denote by (L2) := L2(D′, C(D′), µ) the space of (classes of) complex-valued square in-

tegrable with respect to µ functions on D
′. Let f ∈ L2(R+) and a sequence (ϕk ∈ D)k∈N
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converge to f in L2(R+) as k → ∞ (as is well known (e.g., [3]), D is a dense set in L2(R+)).
One can show [4, 5, 17, 23] that 〈◦, f 〉 := (L2)− limk→∞〈◦, ϕk〉 (i.e. the limit in the topology of
the space (L2)) is well-defined as an element of (L2).

Denote by 1A the indicator of a set A. Set 1[0,0) ≡ 0 and consider 〈◦, 1[0,t)〉 ∈ (L2), t ∈ R+.

It follows from (1) and (3) that
(

〈◦, 1[0,t)〉t∈R+

)

can be identified with a Lévy process on the

probability space (D′, C(D′), µ) (see, e.g., [4, 5]). So, one can write Lt = 〈◦, 1[0,t)〉 ∈ (L2).

1.2 Lytvynov’s generalization of the CRP

Denote by ̂⊗ a symmetric tensor product, by a subscript C—complexifications of spaces.
Set Z+ := N ∪ {0}. Denote by P the set of complex-valued polynomials on D

′ that consists of
zero and elements of the form

f (ω) =

N f

∑
n=0

〈ω
⊗n, f (n)〉, ω ∈ D

′, N f ∈ Z+, f (n) ∈ D
̂⊗n
C

, f (N f )
6= 0,

here N f is called the power of a polynomial f ; 〈ω⊗0, f (0)〉 := f (0) ∈ D
̂⊗0
C

:= C. The measure µ

of a Lévy white noise has a holomorphic at zero Laplace transform (this follows from (3) and
properties of the measure ν, see also [23]), therefore P is a dense set in (L2) [26]. Denote by Pn

the set of polynomials of power smaller or equal to n, by Pn the closure of Pn in (L2). Let for
n ∈ N Pn := Pn ⊖Pn−1 (the orthogonal difference in (L2)), P0 := P0. It is clear that

(L2) =
∞
⊕

n=0
Pn.

Let f (n) ∈ D
̂⊗n
C

, n ∈ Z+. Denote by : 〈◦⊗n, f (n)〉 : the orthogonal projection of a monomial

〈◦
⊗n, f (n)〉 onto Pn. Let us define real (i.e. bilinear) scalar products (·, ·)ext on D

̂⊗n
C

, n ∈ Z+, by

setting for f (n), g(n) ∈ D
̂⊗n
C

( f (n) , g(n))ext :=
1
n!

∫

D
′

: 〈ω⊗n, f (n)〉 :: 〈ω⊗n, g(n)〉 :µ(dω). (4)

This definition is well posed: it is clear that (·, ·)ext are quasiscalar products on D
̂⊗n
C

, the fact
that these products are scalar follows from their explicit formula calculated in [23] (see formula
(6) below).

By | · |ext we denote the norms corresponding to scalar products (4), i.e.

| f (n) |ext :=
√

( f (n) , f (n))ext

.
Denote by H

(n)
ext , n ∈ Z+, the completions of D ̂⊗n

C
with respect to the norms | · |ext. For

F(n)
∈ H

(n)
ext define a Wick monomial : 〈◦⊗n, F(n)

〉 : def
= (L2) − limk→∞ : 〈◦⊗n, f

(n)
k 〉 :, where

D
̂⊗n
C

∋ f
(n)
k → F(n) as k → ∞ in H

(n)
ext (the well-posedness of this definition can be proved

by the method of "mixed sequences"). Since, as is easy to see, for each n ∈ Z+ the set
{: 〈◦⊗n, f (n)〉 :| f (n) ∈ D

̂⊗n
C

} is dense in Pn, F ∈ (L2) if and only if there exists a unique se-

quence of kernels F(n)
∈ H

(n)
ext , n ∈ Z+, such that

F =
∞

∑
n=0

: 〈◦⊗n, F(n)
〉 : (5)
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(the series converges in (L2)) and

‖F‖2
(L2) =

∫

D
′

|F(ω)|2µ(dω) = E|F|2 =
∞

∑
n=0

n!|F(n)
|
2
ext < ∞.

So, for F, G ∈ (L2) the real scalar product has a form

(F, G)(L2) =
∫

D
′

F(ω)G(ω)µ(dω) = E[FG] =
∞

∑
n=0

n!(F(n), G(n))ext,

where F(n), G(n)
∈ H

(n)
ext are the kernels from decompositions (5) for F and G respectively. In

particular, for F(n)
∈ H

(n)
ext and G(m)

∈ H
(m)
ext , n, m ∈ Z+,

(

: 〈◦⊗n, F(n)
〉 :, : 〈◦⊗m, G(m)

〉 :
)

(L2)
=
∫

D
′

: 〈ω⊗n, F(n)
〉 :: 〈ω⊗m, G(m)

〉 :µ(dω)

= E
[

: 〈◦⊗n, F(n)
〉 :: 〈◦⊗m, G(m)

〉 :
]

= δn,mn!(F(n), G(n))ext.

Also we note that in the space (L2) : 〈◦⊗0, F(0)
〉 : = 〈◦

⊗0, F(0)
〉 = F(0) and : 〈◦, F(1)

〉 : = 〈◦, F(1)
〉

[23].
In what follows, we need an explicit formula for the scalar products (·, ·)ext. Let us write out

this formula. Denote by ‖ · ‖ν the norm in the space L2(R, ν) of (classes of) square integrable
with respect to the Lévy measure ν (see (1)) real-valued functions on R. Let

pn(x) := xn + an,n−1xn−1 + · · ·+ an,1x, an,j ∈ R, j ∈ {1, . . . , n − 1}, n ∈ N,

be polynomials orthogonal in L2(R, ν), i.e. for natural numbers n, m such that n 6= m,
∫

R
pn(x)pm(x)ν(dx) = 0. Then, as it follows from [23], for F(n), G(n)

∈ H
(n)
ext , n ∈ N,

(F(n), G(n))ext ≡ (F(n), G(n))
H

(n)
ext

= ∑
k,lj,sj∈N: j=1,...,k, l1>l2>···>lk,

l1s1+···+lksk=n

n!
s1! · · · sk!

(

‖pl1‖ν

l1!

)2s1
· · ·

(

‖plk
‖ν

lk!

)2sk

×

∫

R
s1+···+sk
+

F(n)(u1, . . . , u1
︸ ︷︷ ︸

l1

, . . . , us1, . . . , us1
︸ ︷︷ ︸

l1

, . . . , us1+···+sk
, . . . , us1+···+sk

︸ ︷︷ ︸

lk

)

× G(n)(u1, . . . , u1
︸ ︷︷ ︸

l1

, . . . , us1, . . . , us1
︸ ︷︷ ︸

l1

, . . . , us1+···+sk
, . . . , us1+···+sk

︸ ︷︷ ︸

lk

)du1 · · · dus1+···+sk
.

(6)

In particular, for n = 1

(F(1), G(1))ext ≡ (F(1), G(1))
H

(1)
ext

= ‖p1‖
2
ν

∫

R+

F(1)(u)G(1)(u)du = (F(1), G(1))L2(R+)C
(7)

(by (2) ‖p1‖
2
ν
=
∫

R
x2

ν(dx) = 1); in the case n = 2 we have

(F(2), G(2))ext ≡ (F(2), G(2))
H

(2)
ext

= ‖p1‖
4
ν

∫

R2
+

F(2)(u1, u2)G
(2)(u1, u2)du1du2

+
‖p2‖

2
ν

2

∫

R+

F(2)(u, u)G(2)(u, u)du = (F(2), G(2))L2(R+)
⊗2
C

+
‖p2‖

2
ν

2

∫

R+

F(2)(u, u)G(2)(u, u)du,

etc.
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Remark. Note that the explicit formula for scalar products in H
(n)
ext , n ∈ Z+, calculated in [23],

differs from (6). But it is very easy to verify that actually these formulas differ by the record
form only.

Denote H := L2(R+), then HC = L2(R+)C (in what follows, this notation will be used

very often). It follows from (7) that H(1)
ext = HC; and, as is easily seen, for n ∈ N\{1} one

can identify H
̂⊗n
C

with the proper subspace of H(n)
ext that consists of "vanishing on diagonals"

elements (roughly speaking, such that F(n)(u1, . . . , un) = 0 if there exist k, j ∈ {1, . . . , n}: k 6= j,

but uk = uj). In this sense the space H
(n)
ext is an extension of Ĥ⊗n

C
(this explains why we use the

subscript "ext" in our designations).

1.3 A regular rigging of (L2)

Denote PW :=
{

f = ∑
N f

n=0 : 〈◦⊗n, f (n)〉 :, f (n) ∈ D
̂⊗n
C

, N f ∈ Z+
}

⊂ (L2). Accept on default
β ∈ [0, 1], q ∈ Z in the case β ∈ (0, 1] and q ∈ Z+ if β = 0. Define real (bilinear) scalar products
(·, ·)q,β on PW by setting for

f =

N f

∑
n=0

: 〈◦⊗n, f (n)〉 :, g =
Ng

∑
n=0

: 〈◦⊗n, g(n)〉 : ∈ PW

( f , g)q,β :=
min(N f ,Ng)

∑
n=0

(n!)1+β2qn( f (n) , g(n))ext.

It is easy to verify that the axioms of a scalar product are fulfilled. In particular, if ( f , f )q,β = 0

then f = 0 in (L2). In fact, ( f , f )q,β = ∑
N f

n=0(n!)1+β2qn
| f (n) |2ext = 0 if and only if | f (n)|2ext = 0

for each n ∈ {0, . . . , N f }, so ‖ f‖2
(L2)

= ∑
N f

n=0 n!| f (n) |2ext = 0.

Let ‖ · ‖q,β be the norms corresponding to scalar products (·, ·)q,β, i.e. ‖ f‖q,β =
√

( f , f )q,β.

Denote by (L2)
β

q the completions of PW with respect to these norms; and set

(L2)β := pr lim
q→+∞

(L2)
β

q (the projective limit of spaces, i.e. (L2)β =
⋂

q
(L2)

β

q provided by the

projective limit topology, see, e.g., [2, 3] for details).

Definition 2. The spaces (L2)
β

q and (L2)β are called parametrized Kondratiev-type spaces of
regular test functions.

As is easy to see, F ∈ (L2)
β

q if and only if F can be uniquely presented as series (5) (with

kernels F(n)
∈ H

(n)
ext ) that converges in (L2)

β

q , and

‖F‖2
q,β := ‖F‖2

(L2)
β

q
=

∞

∑
n=0

(n!)1+β2qn
|F(n)

|
2
ext < ∞. (8)

Further, it is clear that for F, G ∈ (L2)
β

q the real scalar product has a form

(F, G)
(L2)

β

q
=

∞

∑
n=0

(n!)1+β2qn(F(n), G(n))ext,

where F(n), G(n)
∈ H

(n)
ext are the kernels from decompositions (5) for F and G respectively.

Finally, F ∈ (L2)β if and only if F can be uniquely presented in form (5) and series (8) converges
for each q ∈ Z+.
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Proposition ( [16]). For any β ∈ (0, 1] and any q ∈ Z, in the same way as for β = 0 and any
q ∈ Z+, the space (L2)

β

q is densely and continuously embedded into (L2).

Taking into account this result, we can consider a chain (a parametrized regular rigging of
(L2))

(L2)−β
⊃ (L2)

−β

−q ⊃ (L2) ⊃ (L2)
β

q ⊃ (L2)β, (9)

where (L2)
−β

−q and (L2)−β = ind limq→+∞(L2)
−β

−q (the inductive limit of spaces, i.e. (L2)−β =
⋃

q
(L2)

−β

−q provided by the inductive limit topology, see, e.g., [2, 3] for details) are the spaces

dual of (L2)
β

q and (L2)β respectively.

Definition 3. The spaces (L2)
−β

−q and (L2)−β are called parametrized Kondratiev-type spaces
of regular generalized functions.

The following statement from the definition of (L2)
−β

−q and the general duality theory fol-
lows.

Proposition. 1) Any regular generalized function F ∈ (L2)
−β

−q can be uniquely presented as

formal series (5) (with kernels F(n)
∈ H

(n)
ext ) that converges in (L2)

−β

−q , and

‖F‖2
−q,−β

:= ‖F‖2
(L2)

−β

−q

=
∞

∑
n=0

(n!)1−β2−qn
|F(n)

|
2
ext < ∞. (10)

Vice versa, any formal series (5) such that series (10) converges, is a regular generalized func-
tion from (L2)

−β

−q (i.e. now series (5) converges in (L2)
−β

−q ).

2) For F, G ∈ (L2)
−β

−q the real scalar product has a form

(F, G)
(L2)

−β

−q
=

∞

∑
n=0

(n!)1−β2−qn(F(n), G(n))ext,

where F(n), G(n)
∈ H

(n)
ext are the kernels from decompositions (5) for F and G respectively.

3) The dual pairing between F ∈ (L2)
−β

−q and f ∈ (L2)
β

q that is generated by the scalar
product in (L2), has a form

〈〈F, f 〉〉(L2) =
∞

∑
n=0

n!(F(n), f (n))ext,

where F(n), f (n) ∈ H
(n)
ext are the kernels from decompositions (5) for F and f respectively.

4) F ∈ (L2)−β if and only if F can be uniquely presented in form (5) and norm (10) is finite
for some q ∈ Z+.

Note that the term "regular generalized functions" is connected with the fact that the kernels
from decompositions (5) for elements of positive and negative spaces of chain (9) belong to the

same spaces H(n)
ext .



WICK CALCULUS ON SPACES OF REGULAR GENERALIZED FUNCTIONS . . . 89

1.4 Stochastic integration and differentiation

In this subsection it will be convenient to denote the spaces (L2)
β

q , (L2) = (L2)0
0 and (L2)

−β

−q

from chain (9) by (L2)
β

q , β ∈ [−1, 1], q ∈ Z. The norms in these spaces are given, obviously, by
formula (8) (cf. (8) and (10)).

Decomposition (5) for elements of (L2)
β

q defines an isometric isomorphism (a generalized
Wiener-Itô-Sigal isomorphism)

I : (L2)
β

q →

∞
⊕

n=0
(n!)1+β2qn

H
(n)
ext ,

where
∞
⊕

n=0
(n!)1+β2qn

H
(n)
ext is a weighted extended symmetric Fock space (cf. [20]): for F ∈

(L2)
β

q of form (5) IF = (F(0), F(1), . . .) ∈

∞
⊕

n=0
(n!)1+β2qn

H
(n)
ext . Let 1 : HC → HC be the

identity operator. Then the operator I ⊗ 1 : (L2)
β

q ⊗ HC →

( ∞
⊕

n=0
(n!)1+β2qn

H
(n)
ext

)

⊗ HC
∼=

∞
⊕

n=0
(n!)1+β2qn(H

(n)
ext ⊗ HC) is an isometric isomorphism between the spaces (L2)

β

q ⊗HC and
∞
⊕

n=0
(n!)1+β2qn(H

(n)
ext ⊗HC). It is obvious that for arbitrary m ∈ Z+ and F

(m)
· ∈ H

(m)
ext ⊗HC a

vector (0, . . . , 0
︸ ︷︷ ︸

m

, F
(m)
· , 0, . . .) belongs to

∞
⊕

n=0
(n!)1+β2qn(H

(n)
ext ⊗HC). Set

: 〈◦⊗m, F
(m)
· 〉 :

de f
= (I ⊗ 1)−1(0, . . . , 0

︸ ︷︷ ︸

m

, F
(m)
· , 0, . . .) ∈ (L2)

β

q ⊗HC.

It is clear that elements : 〈◦⊗n, F
(n)
· 〉 :, n ∈ Z+, form orthogonal bases in the spaces (L2)

β

q ⊗HC

in the sense that any F ∈ (L2)
β

q ⊗HC can be uniquely presented as

F(·) =
∞

∑
n=0

: 〈◦⊗n, F
(n)
· 〉 :, F

(n)
· ∈ H

(n)
ext ⊗HC (11)

(the series converges in (L2)
β

q ⊗HC), with

‖F‖2
(L2)

β

q⊗HC

=
∞

∑
n=0

(n!)1+β2qn
|F

(n)
· |

2
H

(n)
ext⊗HC

< ∞.

Let us describe the construction of an extended stochastic integral that is based on decom-

position (11) (a detailed presentation is given in [16, 17]). Let F
(n)
· ∈ H

(n)
ext ⊗HC, n ∈ N. We

select a representative (a function) ḟ
(n)
· ∈ F

(n)
· such that

ḟ
(n)
u (u1, . . . , un) = 0 if for some k ∈ {1, . . . , n} u = uk. (12)

Accept on default ∆ ∈ B(R+) (we remind that B denotes the Borel σ-algebra). Let ̂f (n)
∆

be

the symmetrization of a function ḟ
(n)
· 1∆(·) by n + 1 variables. Define ̂F(n)

∆
∈ H

(n+1)
ext as the

equivalence class in H
(n+1)
ext generated by ̂f (n)

∆
(i.e. ̂f (n)

∆
∈ ̂F

(n)
∆

). It is proved in [16, 17] that this

definition is well-posed (in particular, ̂F(n)
∆

does not depend on a choice of a representative

ḟ
(n)
· ∈ F

(n)
· satisfying (12)) and |̂F

(n)
∆

|ext ≤ |F
(n)
· 1∆(·)|

H
(n)
ext ⊗HC

≤ |F
(n)
· |

H
(n)
ext⊗HC

.
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Definition 4. We define the extended stochastic integral with respect to a Lévy process L
∫

∆
◦(u) ̂dLu : (L2)

β

q ⊗HC → (L2)
β

q−1 (13)

by a formula
∫

∆
F(u) ̂dLu :=

∞

∑
n=0

: 〈◦⊗n+1, ̂F(n)
∆

〉 :, (14)

where ̂F(0)
∆

:= F
(0)
· 1∆(·) ∈ HC = H

(1)
ext , and ̂F

(n)
∆

∈ H
(n+1)
ext , n ∈ N, are constructed by the

kernels F
(n)
· ∈ H

(n)
ext ⊗HC from decomposition (11) for F.

One can show quite analogously to [16] that this integral is a linear continuous operator; and,
moreover, if F is integrable by Itô then F is integrable in the extended sense and the extended
stochastic integral coincides with the Itô stochastic integral.

Sometimes it can be convenient to define the extended stochastic integral by formula (14)
as a linear operator

∫

∆
◦(u) ̂dLu : (L2)

β

q ⊗HC → (L2)
β

q . (15)

If β = −1 then this operator is continuous (bounded) [16], for β ∈ (−1, 1] operator (15) is
unbounded. But if we accept the set

{

F ∈ (L2)
β

q ⊗HC :
∥

∥

∥

∫

∆
F(u) ̂dLu

∥

∥

∥

2

q,β
=

∞

∑
n=0

((n + 1)!)1+β2q(n+1)
|̂F

(n)
∆

|
2
ext < ∞

}

as the domain of integral (15) then the last is a closed operator [16]. Also we note that the
extended stochastic integral can be defined by formula (14) as a linear continuous opera-
tor acting from (L2)β

⊗ HC := pr limq→+∞(L2)
β

q ⊗ HC to (L2)β, or from (L2)−β
⊗ HC :=

ind limq→+∞(L2)
−β

−q ⊗HC to (L2)−β, here β ∈ [0, 1].
Now for plenitude of picture we recall very briefly a notion of a Hida stochastic derivative

in the Lévy white noise analysis, in terms of Lytvynov’s CRP (see [8, 16, 17] for a detailed
presentation).

Definition 5. We define the Hida stochastic derivative 1∆(·)∂· : (L2)
−β

1−q → (L2)
−β

−q ⊗HC as a

linear continuous operator adjoint to extended stochastic integral (13), i.e. for all F ∈ (L2)
β

q ⊗

HC and G ∈ (L2)
−β

1−q

〈〈F(·), 1∆(·)∂·G〉〉(L2)⊗HC
=
〈〈

∫

∆
F(u) ̂dLu, G

〉〉

(L2)
.

If instead of integral (13) one uses integral (15), the corresponding Hida stochastic deriva-
tive will be a linear unbounded (except the case β = −1), but closed operator acting from
(L2)

−β

−q to (L2)
−β

−q ⊗HC [8]. Further, it is clear that the Hida stochastic derivative can be defined
as a linear continuous operator acting from (L2)β to (L2)β

⊗HC (β ∈ [−1, 1]) that is adjoint
to the corresponding extended stochastic integral. We note also that the extended stochastic
integral and the Hida stochastic derivative are mutually adjoint operators [8, 16, 17].

Let us write out an explicit formula for the Hida stochastic derivative in terms of decompo-

sitions by the Wick monomials. Let G(n)
∈ H

(n)
ext , n ∈ N, ġ(n) ∈ G(n) be a representative of G(n).
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We consider ġ(n)(·), i.e. separate a one argument of ġ(n), and define G(n)(·) ∈ H
(n−1)
ext ⊗HC as

the equivalence class in H
(n−1)
ext ⊗HC generated by ġ(n)(·) (i.e. ġ(n)(·) ∈ G(n)(·)). It is proved

in [17] that this definition is well-posed (in particular, G(n)(·) does not depend on a choice of a
representative ġ(n) ∈ G(n)) and

|G(n)(·)|
H

(n−1)
ext ⊗HC

≤ |G(n)
|ext. (16)

Note that, in spite of estimate (16), the space H(n)
ext , n ∈ N\{1}, is not a subspace of H(n−1)

ext ⊗

HC because different elements of H(n)
ext can coincide as elements of H(n−1)

ext ⊗HC.
The following statement easily follows from results of [8, 16, 17].

Proposition. For a test or square integrable or generalized function G of form (5)

1∆(·)∂·G =
∞

∑
n=1

n: 〈◦⊗n−1, G(n)(·)1∆(·)〉 : ≡
∞

∑
n=0

(n + 1): 〈◦⊗n, G(n+1)(·)1∆(·)〉 :.

At last, we recall a notion of operators of stochastic differentiation (see [6, 7] for a detailed
presentation). Let n, m ∈ Z+. Consider a function h : R

n+m
+ → C. Denote

˜h(u1, . . . , un; un+1, . . . , un+m)

:=

{

h(u1, . . . , un+m), if for all i ∈ {1, . . . , n}, j ∈ {n + 1, . . . , n + m} ui 6= uj

0, in other cases

(17)

Let F(n)
∈ H

(n)
ext , G(m)

∈ H
(m)
ext . We select representatives (functions) ḟ (n) ∈ F(n) and

ġ(m)
∈ G(m). Set h(u1, . . . , un+m) := ḟ (n)(u1, . . . , un) · ġ(m)(un+1, . . . , un+m). Let ̂f (n)g(m) be

the symmetrization of ˜h (see (17)) by all variables, F(n)
⋄ G(m)

∈ H
(n+m)
ext be the equivalence

class in H
(n+m)
ext that is generated by ̂f (n)g(m) (i.e. ̂f (n)g(m)

∈ F(n)
⋄ G(m)). It is proved in [6]

that this definition is well-posed (in particular, F(n)
⋄ G(m) does not depend on a choice of

representatives from F(n) and G(m)) and

|F(n)
⋄ G(m)

|ext ≤ |F(n)
|ext|G

(m)
|ext. (18)

Let F(m)
∈ H

(m)
ext , f (n) ∈ H

(n)
ext , m > n. We define a "product" ( f (n), F(m))ext ∈ H

(m−n)
ext by

setting for each g(m−n)
∈ H

(m−n)
ext

(g(m−n), ( f (n), F(m))ext)ext = ( f (n) ⋄ g(m−n), F(m))ext. (19)

Since by the Cauchy-Bunyakovsky inequality and (18)

|( f (n) ⋄ g(m−n), F(m))ext| ≤ | f (n) ⋄ g(m−n)
|ext|F

(m)
|ext ≤ | f (n) |ext|g

(m−n)
|ext|F

(m)
|ext,

this definition is well-posed and

|( f (n) , F(m))ext|ext ≤ | f (n) |ext|F
(m)

|ext. (20)
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Definition 6. Let n ∈ N, f (n) ∈ H
(n)
ext . We define an operator of stochastic differentiation

(Dn
◦)( f (n)) : (L2)

β

q → (L2)
β

q−1 (21)

by setting for F ∈ (L2)
β

q

(DnF)( f (n)) :=
∞

∑
m=n

m!
(m − n)!

: 〈◦⊗m−n, ( f (n), F(m))ext〉 :

≡

∞

∑
m=0

(m + n)!
m!

: 〈◦⊗m, ( f (n), F(m+n))ext〉 :,
(22)

where F(m)
∈ H

(m)
ext are the kernels from decomposition (5) for F.

Using estimate (20) one can show [6] that this definition is well-posed and operator (21)
is linear and continuous. Moreover, in the case β = 1 formula (22) defines a linear continuous

operator (Dn
◦)( f (n)) on (L2)1

q, q ∈ Z.

Finally, as is easily seen, (Dn
◦)( f (n)) can be defined by formula (22) as a linear continuous

operator on (L2)β, β ∈ [−1, 1]. Namely a linear continuous operator

(D◦)(g) := (D1
◦)(g) : (L2)−β

→ (L2)−β, g ∈ H
(1)
ext = HC, β ∈ [0, 1], (23)

will be a subject of study in the forthcoming section.
Properties of operators of stochastic differentiation on spaces of regular test and general-

ized functions of the Lévy white noise analysis are considered in detail in [6,7,9]. Here we note
only that the operator D ≡ D1 and the Hida stochastic derivative are connected as follows [7].

Denote ∂· := 1R+(·)∂· . Let F ∈ (L2)
β

q and g ∈ H
(1)
ext = HC. Then

(DF)(g) =
∫

R+

∂uF · g(u)du ∈ (L2)
β

q−1,

here the integral in the right hand side is a Pettis one (the weak integral). Taking into account
this equality, one can write formally

∂·◦ = (D◦)(δ·), (24)

where δ· is the Dirac delta-function concentrated at ·. In order to give a nonformal sense to
equality (24), one can consider operators of stochastic differentiation on so-called spaces of
nonregular generalized functions, see [18].

2 ELEMENTS OF WICK CALCULUS

2.1 Wick product and Wick versions of holomorphic functions

In this subsection we introduce and study a Wick product and Wick versions of holomor-
phic functions on (L2)−β, now β ∈ [0, 1].

First we give necessary definitions.
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Definition 7. For F ∈ (L2)−β we define an S-transform (SF)(λ), λ ∈ DC, as a formal series

(SF)(λ) :=
∞

∑
m=0

(F(m), λ
⊗m)ext ≡ F(0) +

∞

∑
m=1

(F(m), λ
⊗m)ext, (25)

where F(m)
∈ H

(m)
ext , m ∈ Z+, are the kernels from decomposition (5) for F (each term in

series(25) is well-defined, but the series can diverge). In particular, (SF)(0) = F(0), S1 ≡ 1.

Definition 8. For F, G ∈ (L2)−β and a holomorphic at F(0) function h : C → C we define a
Wick product F♦G and a Wick version h♦(F) by setting formally

F♦G := S−1(SF · SG), h♦(F) := S−1h(SF). (26)

Remark. It is obvious that the Wick product ♦ is commutative, associative and distributive
over a field C.

A function h from Definition 8 can be decomposed in a Taylor series

h(u) =
∞

∑
m=0

hm

(

u − (SF)(0)
)m

. (27)

Using this decomposition, it is easy to calculate that

h♦(F) =
∞

∑
m=0

hm
(

F − (SF)(0)
)♦m, (28)

where F♦m := F♦ · · ·♦F
︸ ︷︷ ︸

m times

, F♦0 := 1.

It easily follows from formula (2.23) in [19] that for F(n)
∈ H

(n)
ext , G(m)

∈ H
(m)
ext , n, m ∈ Z+,

and λ ∈ DC

(F(n), λ
⊗n)ext(G

(m), λ
⊗m)ext = (F(n)

⋄ G(m), λ
⊗n+m)ext (29)

(a product ⋄ is defined in Subsection 1.4).
Using this formula, by analogy with the Meixner analysis [14] one can prove the following

statement.

Proposition. For F1, . . . , Fn ∈ (L2)−β

F1♦ · · ·♦Fn =
∞

∑
m=0

: 〈◦⊗m, ∑
k1,...,kn∈Z+: k1+···+kn=m

F
(k1)
1 ⋄ · · · ⋄ F

(kn)
n 〉 : (30)

(in particular, for F, G ∈ (L2)−β F♦G =
∞

∑
m=0

: 〈◦⊗m,
m

∑
k=0

F(k)
⋄ G(m−k)

〉 :), where F
(k j)

j ∈ H

(k j)
ext ,

j ∈ {1, . . . , n}, kj ∈ Z+, are the kernels from decompositions (5) for Fj; F(k), G(k)
∈ H

(k)
ext,

k ∈ Z+, are the kernels from the same decompositions for F and G respectively. Further, for
F ∈ (L2)−β and a holomorphic at (SF)(0) = F(0) function h : C → C

h♦(F) = h0 +
∞

∑
m=1

: 〈◦⊗m,
m

∑
n=1

hn ∑
k1,...,kn∈N: k1+···+kn=m

F(k1)
⋄ · · · ⋄ F(kn)

〉 :, (31)

where F(k)
∈ H

(k)
ext, k ∈ Z+, are the kernels from decomposition (5) for F, hn ∈ C, n ∈ Z+, are

the coefficients from decomposition (27) for h.
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It is clear that in order to give a nonformal sense to notions "the Wick product" and "the
Wick version of a holomorphic function", it is necessary to study a question about convergence
of series (30) and (31) in the spaces of regular generalized functions. Using estimate (18), it is
possible to do it as in the Meixner analysis [14]. As a result, for the Wick product we obtain the
following statement (remind that now β ∈ [0, 1]).

Theorem 1. Let F1, . . . , Fn ∈ (L2)−β. Then F1♦ · · ·♦Fn ∈ (L2)−β. Moreover, the Wick product
is continuous in the topology of (L2)−β: for arbitrary F1, . . . , Fn ∈ (L2)−β, n ∈ N, there exist
q, q′ ∈ Z+ (q > q′ + (1 − β) log2 n + 1) such that

‖F1♦ · · ·♦Fn‖−q,−β
≤

√

max
m∈Z+

[2−m(m + 1)n−1]‖F1‖−q′,−β
· · · ‖Fn‖−q′,−β

(see (10)).

Now let us pass to consideration of the Wick versions of holomorphic functions. It follows
from Theorem 1 and (28) that if F ∈ (L2)−β and h : C → C is a polynomial then h♦(F) ∈

(L2)−β. But for a general h the situation is more complicated: as in the Meixner analysis, the
cases β = 1 and β ∈ [0, 1) essentially differ. The case β = 1 is comparatively simple: by
analogy with [14] we obtain

Theorem 2. Let F ∈ (L2)−1 and a function h : C → C be holomorphic at (SF)(0). Then
h♦(F) ∈ (L2)−1.

Let now β ∈ [0, 1). Since (L2)−β
⊂ (L2)−1, for F ∈ (L2)−β and a holomorphic at (SF)(0)

function h : C → C, by Theorem 2 the Wick version h♦(F) is a well-defined element of (L2)−1.
But at the same time it is possible that h♦(F) 6∈ (L2)−β, if h is not a polynomial. More exactly,
we have the following result.

Theorem 3. Let u0 ∈ C, h : C → C be a holomorphic at u0 function, which is not a polynomial
and is such that all coefficients hn from the Taylor decomposition

h(u) =
∞

∑
n=0

hn(u − u0)
n (32)

are real and non-negative. Then for each β ∈ [0, 1) one can find F ∈ (L2)−β with (SF)(0) = u0

such that h♦(F) 6∈ (L2)−β.

The proof of this statement, in the same way as the proofs of Theorem 4 and Theorem 5
below, is completely analogous to the proof of the corresponding statement in the Meixner
white noise analysis [14] and therefore can be omitted.

It follows from Theorem 3 that if h is not a polynomial then, generally speaking, there are
no estimates for coefficients from decomposition (32), which can guarantee that for arbitrary
F ∈ (L2)−β, β ∈ [0, 1), with (SF)(0) = u0, h♦(F) is an element of (L2)−β. Nevertheless, the
following statement is valid.

Theorem 4. Let F =
N

∑
m=0

: 〈◦⊗m, F(m)
〉 : ∈ (L2)−β, F(m)

∈ H
(m)
ext , N ∈ Z+; and coefficients

hn ∈ C, n ∈ N, from the Taylor decomposition

h(u) =
∞

∑
n=0

hn(u − F(0))n
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for a holomorphic at F(0)
∈ C function h : C → C satisfy estimates

|hn| ≤
Kn

nnN
1−β

2

(33)

with some K > 0. Then h♦(F) ∈ (L2)−β.

Let now 0 ≤ β1 < β2 < 1. We describe a sufficient condition under which h♦(F) ∈ (L2)−β2

for F ∈ (L2)−β1 (note that if β2 = 1 then by Theorem 2 h♦(F) ∈ (L2)−1 without additional
conditions).

Theorem 5. Let 0 ≤ β1 < β2 < 1, F ∈ (L2)−β1 , h : C → C be a holomorphic at (SF)(0)
function. If there exists K > 0 such that for arbitrary n ∈ N

|hn | ≤
Kn

max
m∈N: m≥n

(

nm
1−β2

2

([m
n ]!)

n β2−β1
2

)
,

where hn are the coefficients from decomposition (27) for h, [·] denotes the integer part of a
number, then h♦(F) ∈ (L2)−β2 .

By analogy with the Meixner analysis [14] one can apply the above-formulated results for
study of stochastic equations with Wick-type nonlinearities.

Example. Let us consider a stochastic equation

Xt = X0 +
∫ t

0
Xs♦Fds +

∫ t

0
Xs♦G ̂dLs, (34)

where X0, F, G ∈ (L2)−β,
∫ t

0 Xs♦Fds ∈ (L2)−1 is a Pettis integral (the weak integral). Applying
the S-transform and solving the obtained nonstochastic equation, we obtain

SXt = SX0 · exp{SFt + SG
∫ t

0
λ(s)ds}.

Now it is sufficient to apply the inverse S-transform in order to obtain the solution of (34)

Xt = X0♦ exp♦
{Ft + G♦Lt} ∈ (L2)−1

(the fact that Xt ∈ (L2)−1 follows from Theorem 1 and Theorem 2). In order to obtain Xt ∈

(L2)−β, β < 1, we have to impose additional conditions. For example, let F and G be "polyno-
mials" in the sense that their decompositions (5) contain only finite number of nonzero terms.
Set N := max[pow F, pow G + 1], where pow H denotes the quantity of nonzero terms in de-
composition (5) for H. If there exists K > 0 such that for arbitrary m ∈ N, where pow H is the
greatest number of nonzero term in decomposition,

mmN
1−β

2

m!
≤ Km, (35)

then by Theorem 4 Xt ∈ (L2)−β (see (33), now h(u) = exp(u), hm = 1
m! for each m ∈ N). Note

that estimates (35) are fulfilled if and only if N ≤
2

1−β
, this fact is proved in [14].
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2.2 Wick calculus and operators of stochastic differentiation

In this subsection we consider an interconnection between the Wick calculus and the oper-
ator of stochastic differentiation D (see (23)). In particular, we’ll prove that this operator is a
differentiation (satisfies the Leibniz rule) with respect to the Wick multiplication.

We define a characterization set of the space (L2)−β in terms of the S-transform, setting
B

β
:= S(L2)−β

≡

{

SF : F ∈ (L2)−β
}

. It is clear that B
β

is a linear space, which consists of

formal series
∞

∑
m=0

(F(m), ·⊗m)ext (see (25)) with the kernels F(m)
∈ H

(m)
ext satisfying a condition:

there exists q ∈ Z+ such that
∞

∑
m=0

(m!)1−β2−qm
|F(m)

|
2
ext < ∞. It follows from Definition 8 and

Theorem 1 that B
β

is an algebra with respect to the pointwise multiplication.

Let g ∈ H
(1)
ext = HC. We define a "directional derivative" D⋄

g : B
β
→ B

β
as follows. Set for

(SF)(·) =
∞

∑
m=0

(F(m), ·⊗m)ext ∈ B
β

(F ∈ (L2)−β, F(m)
∈ H

(m)
ext are the kernels from decomposi-

tion (5) for F)

(D⋄

gSF)(·) :=
∞

∑
m=0

(m + 1)(F(m+1), g ⋄ (·⊗m))ext =
∞

∑
m=0

(m + 1)((g, F(m+1))ext, ·⊗m)ext ∈ Bβ (36)

(see (19)). Since S−1(D⋄

gSF) =
∞

∑
m=0

(m + 1): 〈◦⊗m, (g, F(m+1))ext〉 : = (DF)(g) ∈ (L2)−β (see

(22)), the operator D⋄

g is well-defined and the following statement is valid.

Proposition. The operator of stochastic differentiation (D◦)(g), g ∈ H
(1)
ext = HC, is the pre-

image of the "directional derivative" D⋄

g of S◦ under the S-transform, i.e. for all F ∈ (L2)−β

(DF)(g) = S−1(D⋄

gSF) ∈ (L2)−β. (37)

Remark. If we introduce on B
β

a topology induced by the (inductive limit) topology of (L2)−β,
then the S-transform will be a topological isomorphism between a topological algebra (L2)−β

with the Wick multiplication and a topological algebra B
β

with the pointwise multiplication.

Now the "directional derivative" D⋄

g, g ∈ H
(1)
ext , is the image on B

β
of the operator of stochastic

differentiation (D◦)(g) on (L2)−β (under the S-transform). Of course, D⋄

g : B
β
→ B

β
is a linear

continuous operator.

The main result of this subsection is the following

Theorem 6. The operator of stochastic differentiation D is a differentiation with respect to the

Wick multiplication, i.e. for arbitrary F, G ∈ (L2)−β and g ∈ H
(1)
ext = HC

(

D(F♦G)
)

(g) = (DF)(g)♦G + F♦(DG)(g) ∈ (L2)−β. (38)

Proof. First we note that the expressions in the left hand side and in the right hand side of (38)
belong to (L2)−β, this follows from the definition of operator (23) and Theorem 1. Let us prove
the equality (38). By (37) and the first formula in (26)

(

D(F♦G)
)

(g) = S−1(D⋄

g(S(F♦G))) = S−1(D⋄

g(SF · SG)),

(DF)(g)♦G = S−1(S(DF)(g) · SG) = S−1(D⋄

g(SF) · SG),

F♦(DG)(g) = S−1(SF · S(DG)(g)) = S−1(SF · D⋄

g(SG)),
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therefore it is sufficient to prove that

D⋄

g(SF · SG) = D⋄

g(SF) · SG + SF · D⋄

g(SG). (39)

Let F(m), G(m)
∈ H

(m)
ext be the kernels from decompositions (5) for F and G respectively.

Using (25), (29) and (36), we obtain

(SF)(λ) =
∞

∑
n=0

(F(n), λ
⊗n)ext, (SG)(λ) =

∞

∑
m=0

(G(m), λ
⊗m)ext,

(SF)(λ) · (SG)(λ) =
∞

∑
n,m=0

(F(n)
⋄ G(m), λ

⊗n+m)ext,

D⋄

g

(

(SF)(λ) · (SG)(λ)
)

=
∞

∑
n,m=0

(n + m)(F(n)
⋄ G(m), g ⋄ λ

⊗n+m−1)ext,

D⋄

g(SF)(λ) =
∞

∑
n=0

n(F(n), g ⋄ λ
⊗n−1)ext, D⋄

g(SG)(λ) =
∞

∑
m=0

m(G(m), g ⋄ λ
⊗m−1)ext,

D⋄

g(SF)(λ) · (SG)(λ) =
∞

∑
n,m=0

n(F(n), g ⋄ λ
⊗n−1)ext(G

(m), λ
⊗m)ext,

(SF)(λ) · D⋄

g(SG)(λ) =
∞

∑
n,m=0

m(F(n), λ
⊗n)ext(G

(m), g ⋄ λ
⊗m−1)ext,

here λ ∈ DC. So, in order to prove (39), it is sufficient to show that for all n, m ∈ Z+

(n + m)(F(n)
⋄ G(m), g ⋄ λ

⊗n+m−1)ext = n(F(n), g ⋄ λ
⊗n−1)ext(G

(m), λ
⊗m)ext

+ m(F(n), λ
⊗n)ext(G

(m), g ⋄ λ
⊗m−1)ext.

(40)

It is easy to see that for n = 0 or m = 0 equality (40) is valid, therefore we consider the case
n, m ∈ N only.

Let us consider (n + m)(F(n)
⋄ G(m), g ⋄ λ

⊗n+m−1)ext. Denote by ḟ (n) ∈ F(n) and ġ(m)
∈

G(m) representatives of the equivalence classes F(n) and G(m). Set ˜f (n)g(m) := ˜ḟ (n) · ġ(m) (an

operation ◦̃ is defined in (17)). Let ̂f (n)g(m) be the symmetrization of ˜f (n)g(m) with respect to

all arguments. We remind that F(n)
⋄ G(m) is an equivalence class in H

(n+m)
ext that is generated

by ̂f (n)g(m): ̂f (n)g(m)
∈ F(n)

⋄ G(m). Similarly for λ ∈ DC and a representative ġ ∈ g, g ∈ H
(1)
ext ,

set ˜
λ
⊗n+m−1g := ˜

λ
⊗n+m−1

· ġ, and denote by ̂
λ
⊗n+m−1g the symmetrization of ˜

λ
⊗n+m−1g with

respect to all arguments. Then ̂
λ
⊗n+m−1g ∈ g ⋄ λ

⊗n+m−1 (an equivalence class g ⋄ λ
⊗n+m−1

∈

H
(n+m)
ext is generated by ̂

λ
⊗n+m−1g).

Without loss of generality, one can assume that ḟ (n) and ġ(m) are symmetric functions, and
m ≥ n. Taking this into consideration, we obtain

̂f (n)g(m)(u1, . . . , un; un+1, . . . , un+m) =
n!m!

(n + m)!

× ∑
1≤p1,...,pn≤n,n+1≤q1,...,qm≤n+m

0≤r≤n,p1<···<pr,pr+1<···<pn,q1<···<qn−r,qn−r+1<···<qm

˜f (n)g(m)(up1 , . . . , upr , uq1 , . . . , uqn−r;

upr+1, . . . , upn , uqn−r+1, . . . , uqm),

(41)
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here for r = n the argument in the right hand side of (41) is (u1, . . . , un; un+1, . . . , un+m); for r =

0 this argument is (uq1 , . . . , uqn ; u1, . . . , un, uqn+1, . . . , uqm) (see [7] for a detailed explanation).
Substituting (41) in the left hand side of (40), we obtain (see (6))

(n + m)(F(n)
⋄ G(m), g ⋄ λ

⊗n+m−1)ext = (n + m)( ̂f (n)g(m), ̂
λ
⊗n+m−1g)ext

= (n + m) ∑
k,lj,sj∈N:j=1,...,k, l1>l2>···>lk,

l1s1+···+lksk=n+m

(n + m)!
s1! · · · sk!

(

‖pl1‖ν

l1!

)2s1

· · ·

(

‖plk
‖ν

lk!

)2sk

×

∫

R
s1+···+sk
+

̂f (n)g(m)(u1, . . . , u1
︸ ︷︷ ︸

l1

, . . . , us1+···+sk
, . . . , us1+···+sk

︸ ︷︷ ︸

lk

)

× ( ̂
λ
⊗n+m−1g)(u1, · · · , u1

︸ ︷︷ ︸

l1

, . . . , us1+···+sk
, . . . , us1+···+sk

︸ ︷︷ ︸

lk

)du1 · · · dus1+···+sk
=

= (n + m) ∑
k,lj,sj∈N:j=1,...,k, l1>l2>···>lk,

l1s1+···+lksk=n+m

n!m!
s1! · · · sk!

(

‖pl1‖ν

l1!

)2s1

· · ·

(

‖plk
‖ν

lk!

)2sk

×

[

∫

R
s1+···+sk
+

˜f (n)g(m)(u1, . . . , u1
︸ ︷︷ ︸

l1

, . . . , us1+···+sk
, . . . , us1+···+sk

︸ ︷︷ ︸

lk

)

× ( ̂
λ
⊗n+m−1g)(u1, . . . , u1

︸ ︷︷ ︸

l1

, . . . , us1+···+sk
, . . . , us1+···+sk

︸ ︷︷ ︸

lk

)du1 · · · dus1+···+sk
+ . . .

]

.

(42)

We say that a collection of equal among one another arguments (e.g., (u1, . . . , u1)) is called
a procession. It follows from the ordering in ascending of indexes in (41) and in (6) that proces-
sions in summands in interior sums [· · · ] from (42) can "tear" only so that different parts of a
"torn" procession will be for different parties from ’;’; processions being for one side from ’;’
do not switch places; and elements in processions do not switch places. In addition, it follows

from a construction of ˜f (n)g(m) (see (17)) that summands in interior sums [· · · ] from (42), in
which a procession is divided by ’;’, are equal to zero. Another summands (if there exist for a
collection k, lj, sj) disintegrate on groups of equal among one another integrals. These groups
arise by means of transpositions of processions with equal quantity of members, which are
placed before ’;’ and after ’;’, an equality of integrals under such transpositions from the sym-

metric property of a function ̂
λ
⊗n+m−1g follows: this symmetry gives a possibility to transpose

mutually processions with equal quantity of members in the argument of ̂
λ
⊗n+m−1g. It is clear

that if there are s′ processions of length l before ’;’ and s′′ processions of length l after ’;’ tnen by

means of mutual transpositions of these processions one can obtain (s′+s′′)!
s′!s′′! equal summands.

So, nonzero terms in the last expression in (42) are "connected" with equalities

l1s1 + · · ·+ lksk = n + m, (43)

that can be presented in the form

l′1s′1 + · · ·+ l′k′s
′

k′ = n, l′′1 s′′1 + · · ·+ l′′k′′s
′′

k′′ = m,

k′, k′′, l′1, . . . , l′k′ , s′1, . . . , s′k′ , l′′1 , . . . , l′′k′′ , s′′1 , . . . , s′′k′′ ∈ N,

l′1 > · · · > l′k′ , l′′1 > · · · > l′′k′′

(44)
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(the first sum in (44) corresponds to first n arguments of ˜f (n)g(m), the second sum corresponds
to last m arguments) as follows. For each sj from (43) either there exists s′i = sj (l′i = lj) or there
exists s′′i = sj (l′′i = lj) or there exist s′i and s′′w such that s′i + s′′w = sj (l′i = l′′w = lj). Inequalities
for l′

·
, l′′

·
in (44) follow from inequalities l1 > · · · > lk and ordering of indexes in (41) and (6)

(more long processions have smaller indexes of arguments).
We will replace each group of the above-described equal among one another integrals in

the right hand side of (42) by a representative multiplied by a quantity of terms in the group.

Also, since the Lebesgue measure is non-atomic, we can replace here ˜f (n)g(m) by ḟ (n) · ġ(m) (in
summands that remain elements of each procession are placed on the same side of ’;’). Now,
taking into account that ws′+s′′ = ws′ws′′ , one can rewrite the last expression in (42) in the form

∑
l′1s′1+···+l′

k′
s′
k′
=n, l′′1 s′′1 +···+l′′

k′′
s′′
k′′

=m,

k′,k′′,l′1,...,l′
k′

,s′1,...,s′
k′

,l′′1 ,...,l′′
k′′

,s′′1 ,...,s′′
k′′

∈N,

l′1>···>l′
k′

, l′′1 >···>l′′
k′′

n!m!(n + m)

s′1! · · · s′k′ !s
′′

1 ! · · · s′′k′′ !

×

(

‖pl′1
‖ν

l′1!

)2s′1

· · ·

(

‖pl′
k′
‖ν

l′k′ !

)2s′
k′
(

‖pl′′1
‖ν

l′′1 !

)2s′′1

· · ·

(

‖pl′′
k′′
‖ν

l′′k′′ !

)2s′′
k′′

×

∫

R
s′1+···+s′

k′
+s′′1+···+s′′

k′′
+

ḟ (n)(u1, . . . , u1
︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

)

× ġ(m)(un+1, . . . , un+1
︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

)

× ( ̂
λ
⊗n+m−1g)(u1, . . . , u1

︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

,

un+1, . . . , un+1
︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

)

× du1 · · · dus′1+···+s′
k′

dun+1 · · · dun+s′′1+···+s′′
k′′

.

(45)

Further, the symmetrization of a function ˜
λ
⊗n+m−1g has a form

( ̂
λ
⊗n+m−1g)(u1, . . . , un+m) =

1
(n + m)! ∑

π∈Sn+m

( ˜
λ
⊗n+m−1g)(u

π(1), . . . , u
π(n+m)), (46)

where Sn+m is the set of all permutations of numbers 1, . . . , n + m. This representation can

be essentially simplified if we take into account that ˜
λ
⊗n+m−1g is a symmetric function with

respect to first n + m − 1 arguments. Namely, consider all summands from (46) with the last
argument un+m. It is clear that there are (n + m − 1)! such summands, because they can be ob-
tained by arbitrary permutations of arguments u1, . . . , un+m−1. Taking into account the above-
mentioned symmetry one can conclude that all these summands are equal among one another.
So, it is possible to replace them by an arbitrary representative multiplied by (n+m− 1)!. Sim-
ilarly one can group summands with the last arguments un+m−1, un+m−2, . . . , u1. Substituting
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multiplied by (n + m − 1)! representatives of these groups of summands in (46), we obtain

( ̂
λ
⊗n+m−1g)(u1, . . . , un+m) =

1
(n + m)

[

( ˜
λ
⊗n+m−1g)(u1, . . . , un+m)

+ ( ˜
λ
⊗n+m−1g)(un+m, u1, . . . , un+m−1) + . . . + ( ˜

λ
⊗n+m−1g)(u2, . . . , un+m, u1)

]

(47)

(representatives of the above-described groups of summands are selected subject to conse-
quent calculations).

Substituting (47) in (45), we obtain

∑
l′1s′1+···+l′

k′
s′
k′
=n, l′′1 s′′1 +···+l′′

k′′
s′′
k′′

=m,

k′,k′′,l′1,...,l′
k′

,s′1,...,s′
k′

,l′′1 ,...,l′′
k′′

,s′′1 ,...,s′′
k′′

∈N,

l′1>···>l′
k′

, l′′1 >···>l′′
k′′

n!m!
s′1! · · · s′k′ !s

′′

1 ! · · · s′′k′′ !

×

(

‖pl′1
‖ν

l′1!

)2s′1

· · ·

(

‖pl′
k′
‖ν

l′k′ !

)2s′
k′
(

‖pl′′1
‖ν

l′′1 !

)2s′′1

· · ·

(

‖pl′′
k′′
‖ν

l′′k′′ !

)2s′′
k′′

×

∫

R
s′1+···+s′

k′
+s′′1+···+s′′

k′′
+

ḟ (n)(u1, . . . , u1
︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

)

× ġ(m)(un+1, . . . , un+1
︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

)

×

[

( ˜
λ
⊗n+m−1g)(u1, . . . , u1

︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

,

un+1, . . . , un+1
︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

) + . . .
]

× du1 · · · dus′1+···+s′
k′

dun+1 · · · dun+s′′1+···+s′′
k′′

,

(48)

where each next term in the sum [· · · ] with n + m summands is obtained from the previous
term by the "shift of arguments": (·1, . . . , ·n+m−1, ·n+m) → (·n+m, ·1, . . . , ·n+m−1) etc. Taking

into account the structure of ˜
λ
⊗n+m−1g (in particular, its symmetry with respect to first n +

m − 1 arguments), the non-atomicity of the Lebesgue measure, and equalities (47) for ̂
λ
⊗m−1g

and ̂
λ
⊗n−1g, we can continue (48) as follows:

(n + m)(F(n)
⋄ G(m), g ⋄ λ

⊗n+m−1)ext

= ∑
l′1s′1+···+l′

k′
s′
k′
=n, l′′1 s′′1 +···+l′′

k′′
s′′
k′′

=m,

k′,k′′,l′1,...,l′
k′

,s′1,...,s′
k′

,l′′1 ,...,l′′
k′′

,s′′1 ,...,s′′
k′′

∈N,

l′1>···>l′
k′

, l′′1 >···>l′′
k′′

n!m!
s′1! · · · s′k′ !s

′′

1 ! · · · s′′k′′ !

×

(

‖pl′1
‖ν

l′1!

)2s′1

· · ·

(

‖pl′
k′
‖ν

l′k′ !

)2s′
k′
(

‖pl′′1
‖ν

l′′1 !

)2s′′1

· · ·

(

‖pl′′
k′′
‖ν

l′′k′′ !

)2s′′
k′′

×

∫

R
s′1+···+s′

k′
+s′′1+···+s′′

k′′
+

ḟ (n)(u1, . . . , u1
︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

)
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× ġ(m)(un+1, . . . , un+1
︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

)×
[

λ
l′1(u1) · · · λ

l′
k′ (us′1+···+s′

k′
)

×

(

( ˜
λ
⊗m−1g)(un+1, . . . , un+1

︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

) + · · ·

)

]

× du1 · · · dus′1+···+s′
k′

dun+1 · · · dun+s′′1+···+s′′
k′′

+ ∑
l′1s′1+···+l′

k′
s′
k′
=n, l′′1 s′′1 +···+l′′

k′′
s′′
k′′

=m,

k′,k′′,l′1,...,l′
k′

,s′1,...,s′
k′

,l′′1 ,...,l′′
k′′

,s′′1 ,...,s′′
k′′

∈N,

l′1>···>l′
k′

, l′′1 >···>l′′
k′′

n!m!
s′1! · · · s′k′ !s

′′

1 ! · · · s′′k′′ !

×

(

‖pl′1
‖ν

l′1!

)2s′1

· · ·

(

‖pl′
k′
‖ν

l′k′ !

)2s′
k′
(

‖pl′′1
‖ν

l′′1 !

)2s′′1

· · ·

(

‖pl′′
k′′
‖ν

l′′k′′ !

)2s′′
k′′

×

∫

R
s′1+···+s′

k′
+s′′1+···+s′′

k′′
+

ḟ (n)(u1, . . . , u1
︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

)

× ġ(m)(un+1, . . . , un+1
︸ ︷︷ ︸

l′′1

, . . . , un+s′′1+···+s′′
k′′

, . . . , un+s′′1+···+s′′
k′′

︸ ︷︷ ︸

l′′
k′′

)

×

[

(

( ˜
λ
⊗n−1g)(u1, . . . , u1

︸ ︷︷ ︸

l′1

, . . . , us′1+···+s′
k′

, . . . , us′1+···+s′
k′

︸ ︷︷ ︸

l′
k′

) + · · ·

)

× λ
l′′1 (un+1) · · · λ

l′′
k′′(un+s′′1+···+s′′

k′′
)
]

du1 · · · dus′1+···+s′
k′

dun+1 · · · dun+s′′1+···+s′′
k′′

= m( ḟ (n), λ
⊗n)ext(ġ(m), ̂

λ
⊗m−1g)ext + n( ḟ (n), ̂

λ
⊗n−1g)ext(ġ(m), λ

⊗m)ext

= m(F(n), λ
⊗n)ext(G

(m), g ⋄ λ
⊗m−1)ext + n(F(n), g ⋄ λ

⊗n−1)ext(G
(m), λ

⊗m)ext.

So, (40) is fulfilled, hence (39) is valid and therefore equality (38) is proved.

Corollary. Let F ∈ (L2)−β, g ∈ H
(1)
ext = HC, and h : C → C be a holomorphic at (SF)(0)

function. Then
(Dh♦(F))(g) = h′♦(F)♦(DF)(g) ∈ (L2)−1, (49)

where h′♦ is the Wick version of the usual derivative of a function h.

Proof. First we’ll prove by the mathematical induction method that for each m ∈ Z+
(

D (F − (SF)(0))♦m
)

(g) = m (F − (SF)(0))♦m−1
♦(DF)(g). (50)

In fact, in the case m = 0 equality (50) is, obviously, true (we remind that (F − (SF)(0))♦0 = 1
by definition and for G ∈ C ⊂ (L2)−β DG = 0). Let us suppose that (50) is valid for m ≤ k,
k ∈ Z+. In particular,

(

D (F − (SF)(0))♦k
)

(g) = k (F − (SF)(0))♦k−1
♦(DF)(g). (51)

We have to show that
(

D (F − (SF)(0))♦k+1
)

(g) = (k + 1) (F − (SF)(0))♦k
♦(DF)(g).
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Using (38) and (51) we obtain
(

D (F − (SF)(0))♦k+1
)

(g) =
(

D
[

(F − (SF)(0))♦k
♦ (F − (SF)(0))

]

)

(g)

=
(

D (F − (SF)(0))♦k
)

(g)♦ (F − (SF)(0)) + (F − (SF)(0))♦k
♦ (D (F − (SF)(0))) (g)

= k (F − (SF)(0))♦k−1
♦(DF)(g)♦ (F − (SF)(0)) + (F − (SF)(0))♦k

♦(DF)(g)

= k (F − (SF)(0))♦k
♦(DF)(g) + (F − (SF)(0))♦k

♦(DF)(g)

= (k + 1) (F − (SF)(0))♦k
♦(DF)(g),

which is what had to be proved.

Further, consider decomposition (28) for h♦(F). Let h♦N(F) :=
N

∑
m=0

hm (F − (SF)(0))♦m be

the N-th partial sum of this decomposition. It follows from the linearity of D, (50), and Theo-
rems 2 and 1 that

(

Dh♦N(F)
)

(g) =
N

∑
m=1

hm

(

D (F − (SF)(0))♦m
)

(g)

=
N

∑
m=1

hmm (F − (SF)(0))♦m−1
♦(DF)(g) →

N→∞
h′♦(F)♦(DF)(g)

in (L2)−1, where h′♦ is the Wick version of the usual derivative of a function h. On the other

hand, since (D◦)(g) is a continuous operator on (L2)−1,
(

Dh♦N(F)
)

(g) →

N→∞

(

Dh♦(F)
)

(g) in

(L2)−1. So, equality (49) is valid.
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[4] Di Nunno G., Oksendal B., Proske F. Malliavin calculus for Lévy processes with applications to finance. In:
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Фрей М.М. Вiкiвське числення на просторах регулярних узагальнених функцiй аналiзу бiлого шуму

Левi // Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 82–104.

Багато об’єктiв Гауссiвського аналiзу бiлого шуму (простори основних i узагальнених фун-
кцiй, стохастичнi iнтеграли та похiднi, тощо) можна будувати i дослiджувати у термiнах так
званих хаотичних розкладiв, що базуються на властивостi хаотичного розкладу (ВХР): грубо ка-
жучи, кожну квадратично iнтегровну вiдносно гауссiвської мiри випадкову величину можна
розкласти у ряд стохастичних iнтегралiв Iто вiд невипадкових функцiй. У аналiзi Левi нема
ВХР (крiм гауссiвського та пуассонiвського частинних випадкiв). Тим не менш, iснують рiзнi
узагальнення цiєї властивостi. Використовуючи цi узагальнення, можна будувати рiзнi про-
стори основних i узагальнених функцiй. I у кожному випадку необхiдно уводити природний
добуток на просторах узагальнених функцiй, та вивчати пов’язанi питання. Цей добуток на-
зивається вiкiвським добутком, як у гауссiвському аналiзi.

Конструкцiя вiкiвського добутку у аналiзi Левi залежить, зокрема, вiд обраного узагальне-
ння ВХР. У цiй статтi ми маємо справу з литвинiвським узагальненням ВХР та з вiдповiдними
просторами регулярних узагальнених функцiй. Метою статтi є увести та вивчити вiкiвський
добуток на цих просторах, та розглянути деякi пов’язанi питання (вiкiвськi версiї голомор-
фних функцiй, взаємозв’язок вiкiвського числення з операторами стохастичного диференцi-
ювання). Основнi результати статтi полягають у вивченнi властивостей вiкiвського добутку
та вiкiвських версiй голоморфних функцiй. Зокрема, ми довели, що оператор стохастичного
диференцiювання є диференцiюванням (задовольняє правило Лейбнiца) вiдносно вiкiвського
множення.

Ключовi слова i фрази: Процес Левi, стохастичне диференцiювання, вiкiвський добуток.
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ON NONLOCAL BOUNDARY VALUE PROBLEM FOR THE EQUATION OF MOTION

OF A HOMOGENEOUS ELASTIC BEAM WITH PINNED-PINNED ENDS

In the current paper, in the domain D = {(t, x) : t ∈ (0, T), x ∈ (0, L)} we investigate the
boundary value problem for the equation of motion of a homogeneous elastic beam

utt(t, x) + a2uxxxx(t, x) + buxx(t, x) + cu(t, x) = 0,

where a, b, c ∈ R, b2
< 4a2c, with nonlocal two-point conditions

u(0, x)− u(T, x) = ϕ(x), ut(0, x)− ut(T, x) = ψ(x)

and local boundary conditions u(t, 0) = u(t, L) = uxx(t, 0) = uxx(t, L) = 0. Solvability of this
problem is connected with the problem of small denominators, whose estimation from below is
based on the application of the metric approach. For almost all (with respect to Lebesgue measure)
parameters of the problem, we establish conditions for the solvability of the problem in the Sobolev
spaces. In particular, if ϕ ∈ Hq+ρ+2 and ψ ∈ Hq+ρ, where ρ > 2, then for almost all (with respect to
Lebesgue measure in R) numbers a there exists a unique solution u ∈ C 2([0, T]; Hq) of the problem.

Key words and phrases: nonlocal boundary value problem, homogeneous beam, small denomina-
tor, Lebesque measure, metric approach.
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INTRODUCTION

Among nonclassical boundary value problems for partial differential equations, the prob-
lems with nonlocal conditions occupy an important place, including those that connect the
values of required solutions and its derivatives in at least two boundary or interior points of
the domain considered. The periodicity conditions are the simplest of these conditions.

A general definition of nonlocal conditions and their classification were introduced by Nak-
hushev [11].

Nonlocal problems for partial differential equations are usually ill-posed in Hadamard’s
sense, and their solvability (in case of a bounded domain) is connected with the problem of
small denominators and is unstable with respect to small variations both in the coefficients of
the problem and the parameters of the domain.

Azizbayov and Mehraliyev [1, 2] studied the nonlocal problems for the nonlinear equation
of motion of a homogeneous elastic beam in a rectangle. By using the contracting mappings
principle, the authors proved the existence and uniqueness of the solution in case |δ| 6= 1,

УДК 517.958:531.12
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where δ is the parameter of nonlocal conditions. Sabitov [13] investigated the Cauchy problem
for the equation of the beam’s motion with clamped ends. In particular, theorems of the ex-
istence and uniqueness of the solution in the classes of generalized and regular functions are
proved.

The present paper is based on ideas close to those used in [6,16]. The conditions of solvabil-
ity of nonlocal problem in the time variable t for fourth order hyperbolic equation in a rectangle
are established. The metric approach is used to find the lower bounds of small denominators
appearing in the solution of the problem.

For some classes of equations and systems of equations, non-regular class of problems
with nonlocal conditions with respect to a select variable t were investigated among others
in [5–9, 12, 14, 15, 17–19].

1 PROBLEM STATEMENT

In the domain D = {(t, x) : t ∈ (0, T), x ∈ (0, L)} we consider the problem for the equation
of wave motion of an elastic beam:

P(u) ≡ utt(t, x) + a2uxxxx(t, x) + buxx(t, x) + cu(t, x) = 0, (t, x) ∈ D, (1)

with local conditions of pinned-pinned ends

u(t, 0) = u(t, L) = uxx(t, 0) = uxx(t, L) = 0, 0 ≤ t ≤ T, (2)

and two-point nonlocal boundary conditions

Q1(u) ≡ u(0, x)− u(T, x) = ϕ(x), 0 ≤ x ≤ L,

Q2(u) ≡ ut(0, x)− ut(T, x) = ψ(x), 0 ≤ x ≤ L,
(3)

where T > 0, L > 0, a, b, c ∈ R, moreover b2
< 4a2c, ϕ and ψ are given functions.

Note that many problems about vibrations of beams and platens in structural mechanics
lead to higher order differential equations than equation of rod [1, 2, 10, 13]. In particular, the
equation (1) of fourth order can model the dynamic response of homogeneous beam on an
elastic foundation with axial loading [3].

Below, we use the following functional spaces:
Hq = Hq[0, L], where q ∈ R, is the Sobolev space of all trigonometric series ϕ(x) =

∑
k∈N

ϕk sin kπx
L with the norm ‖ϕ‖Hq =

(

∑
k∈N

k2q
|ϕk|

2
)1/2

;

Cn([0, T]; Hq), n ∈ Z+, is the space of all series

u(t, x) = ∑
k∈N

uk(t) sin kπx
L ,

where uk ∈ Cn[0, T], k ∈ N, with the norm

‖u‖2
Cn([0,T];Hq)

=
n

∑
j=0

max
t∈[0,T]

∥

∥

∥ ∑
k∈N

u
(j)
k (t) sin kπx

L

∥

∥

∥

2

Hq

.

A function u = u(t, x) from C 2([0, T]; Hq) is called a solution of the problem (1)–(3), if it
satisfies conditions

‖P(u)‖C 2([0,T];Hq) = 0, ‖Q1(u)− ϕ‖Hq = 0, ‖Q2(u)− ψ‖Hq−2 = 0.



ON NONLOCAL BOUNDARY VALUE PROBLEM FOR THE EQUATION OF MOTION . . . 107

2 THE CONDITIONS OF UNIQUENESS OF THE SOLUTION

We seek a solution of the problem (1)–(3) in the form of a series

u(t, x) = ∑
k∈N

uk(t) sin λkx, (4)

where λk =
πk
L . Each function uk(t), k ∈ N, in (4) is a solution of the problem

u′′

k (t) + (a2
λ

4
k − bλ

2
k + c)uk(t) = 0, (5)

uk(0)− uk(T) = ϕk, u′

k(0)− u′

k(T) = ψk, (6)

where ϕk and ψk are the Fourier coefficients of the functions ϕ and ψ (in the system {sin λkx},
k ∈ N).

The characteristic determinant ∆k of the problem (5), (6) is defined by

∆k = 2βk(1 − cos βkT),

where βk =
√

a2
λ

4
k − bλ

2
k + c, k ∈ N.

Denote N0 = {k ∈ N : ∆k = 0}. If ϕk = 0 and ψk = 0 for k ∈ N0, then the solution of the
problem (5), (6) is not unique and it is defined by

uk(t) = C1k cos βkt + C2k sin βkt, (7)

where C1k, C2k are arbitrary constants, k ∈ N0.
If k ∈ N \ N0, then C1k, C2k are solutions of the homogeneous systems of linear equations

{

C1k(1 − cos βkT)− C2k sin βkT = 0,
C1kβk sin βkT + C2k(1 − cos βkT) = 0,

and functions uk(t) have the form

uk(t) =
βk

(

cos βkt − cos βk(t − T)
)

ϕk +
(

sin βkt + sin βk(t + T)
)

ψk

2βk(1 − cos βkT)
. (8)

If βkT 6= 2πm for all (k, m) ∈ N
2, then set N0 is empty and functions uk(t) are defined by

the formula (8).

Theorem 1. For uniqueness of the solution u ∈ C 2([0, T]; Hq) of the problem (1)–(3) it is
necessary and sufficient that the following condition should be satisfied:

(

for all (k, m) ∈ N
2)

βkT 6= 2πm. (9)

The proof follows from uniqueness of Fourier expansion of the functions with respect to
the system {sin λkx}, k ∈ N.

Thus, if ϕk = ψk = 0 for all k ∈ N0 then from (4), (7), (8) follows that the problem (1)–(3)
has the formal solution defined by

u(t, x) = ∑
k∈N0

(C1k cos βkt + C2k sin βkt) sin λkx

+ ∑
k∈N\N0

βk

(

cos βkt − cos βk(t − T)
)

ϕk +
(

sin βkt + sin βk(t + T)
)

ψk

2βk(1 − cos βkT)
sin λkx.

(10)

If conditions (9) are satisfied then the set N0 is empty and formal solution of the problem
(1)–(3) is unique and is given as follows

u(t, x) = ∑
k∈N

βk

(

cos βkt − cos βk(t − T)
)

ϕk +
(

sin βkt + sin βk(t + T)
)

ψk

2βk(1 − cos βkT)
sin λkx. (11)
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3 THE CONDITIONS OF EXISTENCE OF THE SOLUTION

In what follows, we assume that conditions (9) are satisfied. Then there exists a unique
solution of the problem (1)–(3), which admits a representation (11).

The existence of the solution u ∈ C 2([0, T]; Hq) of the problem (1)–(3) is associated with
the problem of small denominators, because the terms of the sequence {1 − cos βkT}k∈N in
the denominator of the formula (11), being different from zero, can rapidly approach zero if
k → +∞. This leads to a divergence of series (11) in the space C 2([0, T]; Hq) and therefore we
get unsolvable problem in preset scale.

If we can estimate below small denominators 1 − cos βkT with certain or exponential be-
havior with respect to k, then the relevant restrictions on the functions ϕ and ψ we can obtain
the correct solvability of the problem.

Lemma 1. For all k ∈ N, the following estimates hold

C1k2
≤ βk ≤ C2k2, (12)

where C1, C2 are constants independent of k.

Proof. Let r1, r2 are complex roots of the equation a2r2
− br + c = 0. Then we get

β
2
k = a2

|λ
2
k − r1||λ

2
k − r2| ≥ a2

∣

∣

∣
λ

2
k − |r1|

∣

∣

∣

∣

∣

∣
λ

2
k − |r2|

∣

∣

∣

≥ a2
∣

∣

∣

∣

1
2

λ
2
k +

1
2

λ
2
k − |r1|

∣

∣

∣

∣

∣

∣

∣

∣

1
2

λ
2
k +

1
2

λ
2
k − |r2|

∣

∣

∣

∣

≥

a2

4
λ

4
k = C3k4

for all k ≥ K1, where C3 = (a/2)2(π/L)4 and K1 = π
−1

√

2L max{|r1|, |r2|}.
If k < K1, then β

2
k ≥ C4k4, where C4 = min

k<K1

{

β
2
kk−4

}

. Thus, βk ≥ C1k2, for all k ∈ N, where

C1 = min{
√

C3,
√

C4}.
Similarly, we obtain the estimate from above

β
2
k ≤ a2

λ
4
k + |b|λ4

k + cλ
4
k ≤ C5k4,

where C5 =
(

a2 + |b|+ c
) (

π

L

)4. Therefore, βk ≤ C2k2, where C2 =
√

C5.

Using Lemma 1, we prove existence of the solution of the problem (1)–(3).

Theorem 2. Let conditions (9) are satisfied and there exist numbers C6 > 0 and γ ∈ R such
that inequality

|1 − cos βkT| ≥ C6k−γ (13)

is fulfilled for all (except finitely many numbers) k ∈ N. If ϕ ∈ Hq+γ+4 and ψ ∈ Hq+γ+2,
then exists a unique solution u ∈ C 2([0, T]; Hq) of the problem (1)–(3), which continuously
depends on functions ϕ and ψ, i.e.,

‖u‖2
Cn([0,T];Hq)

≤ C7

(

‖ϕ‖
2
Hq+γ+4)

+ ‖ψ‖
2
Hq+γ+2)

)

,

where C7 is a constant independent of k.
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Proof. From (8), (12), (13), we obtain the estimates

∣

∣

∣
u
(j)
k (t)

∣

∣

∣
≤

C2C
j
2k2j+2

|ϕk|+ C
j
2k2j

|ψk|

C1C6k2−γ
≤ C8k2j+γ−2

(

k2
|ϕk|+ |ψk|

)

,

for j ∈ {0, 1, 2}, where C8 =
max{1,C3

2}

C1C6
.

In view of the above estimate, we obtain the estimate for norm of the solution of the prob-
lem (1)–(3):

‖u‖2
C2([0,T];Hq)

=
2

∑
j=0

max
t∈[0,T]

∥

∥

∥ ∑
k∈N

u
(j)
k (t) sin λkx

∥

∥

∥

2

Hq

≤

2

∑
j=0

∑
k∈N

k2qC2
8k2(2j+γ−2)

(

k2
|ϕk|+ |ψk|

)2

= 2C2
8

2

∑
j=0

∑
k∈N

k2(2j+q+γ−2)
(

k4
|ϕk|

2 + |ψk|
2
)

≤ 6C2
8 ∑

k∈N

k2(q+γ+2)
(

k4
|ϕk|

2 + |ψk|
2
)

= 6C2
8 ∑

k∈N

(

k2(q+γ+4)
|ϕk|

2 + k2(q+γ+2)
|ψk|

2
)

= C7

(

‖ϕ‖
2
Hq+γ+4

+ ‖ψ‖
2
Hq+γ+2

)

.

This completes the proof.

4 THE METRIC ESTIMATES OF THE SMALL DENOMINATORS

In Theorem 2, the condition (13) is imposed axiomatically. Now we study the conditions of
validity of the inequalities (13).

To this end, we use the following assertion. Let meas A is the Lebesgue measure of a mea-
surable set A.

Lemma 2 (Borel–Cantelli [4]). Let {Ak}k∈N be a countable collection of measurable sets such
that ∑

k∈N

meas Ak < ∞. Then the set of points that belongs to an infinite number of the sets Ak

has zero Lebesgue measure.

Lemma 3 ([16]). Let f ∈ C1[t1, t2]. If | f ′(t)| ≥ δ > 0 for all t ∈ [t1, t2], then

meas{t ∈ [t1, t2] : | f (t)| < ε} ≤

2ε

δ

,

where ε > 0.

4.1 The estimates in terms of coefficients a, b, c.

Let a ∈ [a1, a2], 0 < a1 < a2, and b, c are arbitrary fixed numbers in (1).

Theorem 3. For almost all (with respect to Lebesgue measure in R) numbers a ∈ [a1, a2] in-
equality

|1 − cos βkT| ≥ 2k−γ (14)

is fulfilled for all (except finitely many numbers) k ∈ N and γ > 0.
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Proof. Since 1 − cos βkT = 2 sin2 βkT
2 , it follows that establishment of estimate (14) is reduced

to establishment of estimate underneath for sequence

fk(a) = sin
βkT

2
, k ∈ N,

where βk = βk(a) =
√

a2
λ

4
k − bλ

2
k + c, a ∈ [a1, a2].

For every fixed k ∈ N we introduce the set Ak = {a ∈ [a1, a2] : | fk(a)| < k−θ, θ > 0}. Let A

denote the set of numbers which are infinite number of sets Ak, k ∈ N. We find the estimate
for measure of set Ak: for k > 1,

| f ′k(a)| =
aTλ

4
k

2βk

√

1 − sin2 βkT

2
≥

a1Tλ
4
k

2βk

√

1 − k−2θ
≥

a1T
(

kπ

L

)4

2C2k2

√

1 − 2−2θ = C9k2,

where C9 = a1T
2C2

(

π

L

)4√1 − 2−2θ > 0. Hence, for every k > 1, | f ′k(a)| ≥ C9k2. Then for every
k > 1, by Lemma 3, we obtain the estimate for measure of set Ak as follows

meas Ak ≤
2k−θ

C9k2 =
2

C9k2+θ
.

For fixed θ > 0, series ∑
k>1

meas Ak is majorized by the convergent series 2
C9

∑
k>1

1
k2+θ

. Then

from Lemma 2 we conclude that Lebesgue measure of the set of points a ∈ [a1, a2], which
contained the infinite numbers of sets Ak, is equal to zero.

Thus, meas A = 0. So, for a ∈ [a1, a2]\A there exists number k = K(a), that the estimate
| fk(a)| ≥ k−θ is valid for all k ≥ K(a) and θ > 0. Then |1 − cos βkT| ≥ 2k−γ, where γ = 2θ.

Theorem 4. For almost all (with respect to Lebesgue measure in R) numbers a ∈ [a1, a2] con-
ditions (9) are fulfilled.

Proof. Let us consider the set Bk = {a ∈ [a1, a2] : cos βk(a)T = 1}, for fixed k. Since βk(a) =
√

a2
λ

4
k − bλ

2
k + c, we have

a2
λ

4
k − bλ

2
k + c =

(

2πm

T

)2

, m ∈ N. (15)

Since equation (1) is hyperbolic, we conclude that equation (15) can not have more than two
real roots relatively variable a for fixed k.

Let Bm
k be the set of roots of the equation (15). Obviously, that

Bk =
⋃

m∈N

Bm
k , meas Bk ≤ ∑

m∈N

meas Bm
k .

Since meas Bm
k = 0 we conclude that Bk = 0. We introduce the set

B =

{

a ∈ [a1, a2] : ∏
k∈N

(1 − cos βk(a)T) = 0

}

.

As well as B =
⋃

k∈N

Bk, it follows that meas B = 0.

Therefore, βkT 6= 2πm, m ∈ N, for almost all a ∈ [a1, a2].
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Corollary 1. For almost all (with respect to Lebesgue measure in R) numbers a ∈ [a1, a2],
inequality

|1 − cos βkT| ≥ C10k−γ, C10 > 0, (16)

holds for γ > 0 and k ∈ N.

Proof. If a ∈ [a1, a2]\(A ∪ B) then from Theorems 3 and 4 we obtain

|1 − cos βkT| ≥2k−γ, k ≥ K(a), (17)

|1 − cos βkT| ≥k−γ min
k<K(a)

∣

∣

∣

∣

1 − cos βkT

k−γ

∣

∣

∣

∣

(18)

≥C11k−γ
> 0, k < K(a). (19)

Thus, |1− cos βkT| ≥ C10k−γ, where C10 = min{2, C11}, γ > 0. Note that constant C10 depends
on a.

Theorem 5. For almost all (with respect to Lebesgue measure in R) numbers b ∈ [b1, b2] in-
equality

|1 − cos βkT| ≥ C12k−γ

is fulfilled for γ > 2 and all k ∈ N, where C12 is a constant independent of k.

Theorem 6. For almost all (with respect to Lebesgue measure in R) numbers c ∈ [c1, c2] in-
equality

|1 − cos βkT| ≥ C13k−γ

is fulfilled for γ > 6 and all k ∈ N, where C13 is a constant independent of k.

4.2 The estimate in terms of parameter T.

Lemma 4 ([12]). Let Φ(k) is bounded sequence of real numbers. Then for almost all (with
respect to Lebesgue measure in R) numbers d > 0 inequality

∣

∣

∣

∣

Φ(k)−
md

|k|σ

∣

∣

∣

∣

<
1

|k|1+σ+ε
,

where 0 < ε < 1, σ > 0, has no more than a finitely many integer solutions in k 6= 0 and m 6= 0.

Theorem 7. For almost all (with respect to Lebesgue measure in R) numbers T > 0 inequality

|1 − cos βkT| ≥ 2T2k−γ

is fulfilled for γ > 2 and all (except finitely many) numbers k ∈ N.

Proof. Since 1 − cos βkT = 2 sin2
βk

T
2 and | sin y| ≥ 2

π
|y| for |y| ≤ π

2 , we can apply Lemma 4.
Then

|1 − cos βkT| ≥
8

π
2

∣

∣

∣

∣

βk
T

2
− πm

∣

∣

∣

∣

2

= 2T2k4
∣

∣

∣

∣

βk

k2
π

−

2m

Tk2

∣

∣

∣

∣

2

≥

2T2k4

|k|2(3+ε)
=

2T2

k2+2ε
,

where m ∈ N such that
∣

∣

βk
T
2 − πm

∣

∣ ≤
π

2 , 0 < ε < 1, γ = 2 + 2ε > 2.
Thus, |1 − cos βkT| ≥ 2T2k−γ, for γ = 2(θ + ε) > 2 and all (except finitely many) numbers

k ∈ N.
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Theorem 8. For almost all (with respect to Lebesgue measure in R) numbers T > 0 condition
(9) is fulfilled.

Corollary 2. For almost all (with respect to Lebesgue measure in R) numbers T > 0 inequality

|1 − cos βkT| ≥ C14k−γ

is fulfilled for γ > 2 and all numbers k ∈ N, where C14 is a constant independent of k.

Corollary 3. If ϕ ∈ Hq+ρ+2 and ψ ∈ Hq+ρ, where ρ > 2, then for almost all (with respect to
Lebesgue measure in R) numbers a ∈ [a1, a2] there exists a unique solution u ∈ C 2([0, T]; Hq)

of the problem (1)–(3).
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Гой Т., Негрич М., Савка I. Про нелокальну крайову задачу для рiвняння руху однорiдної еластичної

балки iз нежорстко закрiпленими кiнцями // Карпатськi матем. публ. — 2018. — Т.10, №1. — C.
105–113.

В областi D = {(t, x) : t ∈ (0, T), x ∈ (0, L)} дослiджено крайову задачу для рiвняння руху
однорiдної еластичної балки

utt(t, x) + a2uxxxx(t, x) + buxx(t, x) + cu(t, x) = 0,

де a, b, c ∈ R, b2
< 4a2c, з нелокальними двоточковими умовами

u(0, x)− u(T, x) = ϕ(x), ut(0, x)− ut(T, x) = ψ(x)

i локальними крайовими умовами u(t, 0) = u(t, L) = uxx(t, 0) = uxx(t, L) = 0. Розв’язнiсть цiєї
задачi пов’язана з проблемою малих знаменникiв, для оцiнки знизу яких застосовується ме-
тричний пiдхiд. Для майже всiх (стосовно мiри Лебега) параметрiв задачi встановлено умови
розв’язностi задачi в просторах Соболєва. Зокрема, якщо ϕ ∈ Hq+ρ+2 i ψ ∈ Hq+ρ, де ρ > 2,
то для майже всiх (стосовно мiри Лебега в R) чисел a iснує єдиний розв’язок u ∈ C 2([0, T]; Hq)

задачi.

Ключовi слова i фрази: нелокальна крайова задача, однорiдна балка, малий знаменник, мiра
Лебега, метричний пiдхiд.
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ON WICK CALCULUS ON SPACES OF NONREGULAR GENERALIZED FUNCTIONS

OF LÉVY WHITE NOISE ANALYSIS

Development of a theory of test and generalized functions depending on infinitely many vari-
ables is an important and actual problem, which is stipulated by requirements of physics and math-
ematics. One of successful approaches to building of such a theory consists in introduction of spaces
of the above-mentioned functions in such a way that the dual pairing between test and generalized
functions is generated by integration with respect to some probability measure. First it was the
Gaussian measure, then it were realized numerous generalizations. In particular, important results
can be obtained if one uses the Lévy white noise measure, the corresponding theory is called the
Lévy white noise analysis.

In the Gaussian case one can construct spaces of test and generalized functions and introduce
some important operators (e.g., stochastic integrals and derivatives) on these spaces by means of a
so-called chaotic representation property (CRP): roughly speaking, any square integrable random vari-
able can be decomposed in a series of repeated Itô’s stochastic integrals from nonrandom functions.
In the Lévy analysis there is no the CRP, but there are different generalizations of this property.

In this paper we deal with one of the most useful and challenging generalizations of the CRP in
the Lévy analysis, which is proposed by E. W. Lytvynov, and with corresponding spaces of nonreg-
ular generalized functions. The goal of the paper is to introduce a natural product (a Wick product)
on these spaces, and to study some related topics. Main results are theorems about properties of the
Wick product and of Wick versions of holomorphic functions. In particular, we prove that an oper-
ator of stochastic differentiation satisfies the Leibniz rule with respect to the Wick multiplication. In
addition we show that the Wick products and the Wick versions of holomorphic functions, defined
on the spaces of regular and nonregular generalized functions, constructed by means of Lytvynov’s
generalization of the CRP, coincide on intersections of these spaces.

Our research is a contribution in a further development of the Lévy white noise analysis.
Key words and phrases: Lévy process, Wick product, stochastic differentiation.
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INTRODUCTION

Development of a theory of test and generalized functions depending on infinitely many
variables (i.e., with arguments belonging to infinite-dimensional spaces) is an important and
actual problem, which is stipulated by requirements of physics and mathematics (in particular,
of the quantum field theory, of the mathematical physics, of the theory of random processes).
A successful (but, of course, not the only) approach to building of such a theory consists in
introduction of spaces of the above-mentioned functions in such a way that the dual pairing
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between test and generalized functions is generated by integration with respect to some prob-
ability measure. First it was the Gaussian measure, the corresponding theory is called the
Gaussian white noise analysis (e.g., [7, 19, 33, 35, 37]), then it were realized numerous generaliza-
tions. In particular, important results can be obtained if one uses the Lévy white noise measure
(e.g., [10, 11, 38]), the corresponding theory is called the Lévy white noise analysis.

In the Gaussian white noise analysis one can construct spaces of test and generalized func-
tions and introduce some important operators (e.g., stochastic integrals and derivatives) on
these spaces by means of a so-called chaotic representation property (CRP). This property consists,
roughly speaking, in the following: any square integrable random variable can be decomposed
in a series of repeated Itô’s stochastic integrals from nonrandom functions (see, e.g., [39] for
a detailed presentation). In the Lévy white noise analysis there is no the CRP (more exactly,
the only Lévy processes with the CRP are Wiener and Poisson processes) [44]; but there are
different generalizations of this property: Itô’s generalization [21], Nualart-Schoutens’ gener-
alization [40, 41], Lytvynov’s generalization [38], Oksendal’s generalization [10, 11], etc. The
interconnections between these generalizations are described in, e.g., [4, 10, 11, 29, 38, 43, 45].
Now, depending on problems under consideration, one can select a most suitable generaliza-
tion of the CRP and construct corresponding spaces of test and generalized functions.

In this paper we deal with one of the most useful and challenging generalizations of the
CRP in the Lévy analysis, which is proposed by E. W. Lytvynov [38] (see also [9]). The idea
of this generalization is to decompose square integrable with respect to the Lévy white noise
measure random variables in series of special orthogonal functions (see Subsection 1.2), by
analogy with decompositions of square integrable random variables by Hermite polynomials
in the Gaussian analysis (remind that the last decompositions are equivalent to decompositions
by repeated stochastic integrals). In a sense, the most natural spaces that can be constructed
using Lytvynov’s generalization of the CRP, are spaces of regular test and generalized func-
tions [25]. In a moment these spaces are well studied. In particular, the extended stochastic
integral and the Hida stochastic derivative on them are introduced and studied in [14, 25],
operators of stochastic differentiation — in [12, 13, 16], some elements of a Wick calculus —
in [15]. But, as in the Gaussian analysis, in connection with some problems of the mathe-
matical physics and of the stochastic analysis (in particular, of the theory of stochastic equa-
tions with Wick-type nonlinearities), it is necessary to introduce into consideration so-called
spaces of nonregular test and generalized functions in terms of Lytvynov’s generalization of the
CRP [25], and to study operators and operations on these spaces. Note that, as distinct from
the Gaussian analysis, now the spaces of regular generalized functions are not embedded into
the spaces of nonregular generalized functions, and, accordingly, the spaces of nonregular
test functions are not embedded into the spaces of regular test functions. Moreover, one can
widen the extended stochastic integral from the space of square integrable random variables to
the spaces of nonregular generalized functions, and, accordingly, to restrict the Hida stochas-
tic derivative and the operators of stochastic differentiation to the spaces of nonregular test
functions; but the extended stochastic integral cannot be naturally restricted to the spaces of
nonregular test functions, and, accordingly, it is impossible to widen in a natural way the Hida
stochastic derivative and the operators of stochastic differentiation to the spaces of nonregular
generalized functions. Therefore it is necessary to introduce and to study natural analogs of
the above-mentioned operators on the corresponding spaces. The stochastic integrals, deriva-
tives, operators of stochastic differentiation, and their analogs on the spaces of nonregular test
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and generalized functions are studied in detail in [25, 30, 31]. The goal of the present paper is
to make the next natural step — to introduce a natural product (a Wick product) on the spaces
of nonregular generalized functions, by analogy with the Gaussian analysis [34] and with the
Lévy analysis on the spaces of regular generalized functions [15], and to study some related
topics (Wick versions of holomorphic functions, an interconnection between the Wick calculus
and the operators of stochastic differentiation). Main results of the paper are theorems about
properties of the Wick product and of the Wick versions of holomorphic functions. In partic-
ular, we prove that, as in the regular case, the operator of stochastic differentiation is a differ-
entiation (satisfies the Leibniz rule) with respect to the Wick multiplication. In addition we
show that the Wick products and the Wick versions of holomorphic functions, defined on the
spaces of regular and nonregular generalized functions, constructed by means of Lytvynov’s
generalization of the CRP, coincide on intersections of these spaces.

Note that some results of the paper can be transferred to weighted symmetric Fock spaces,
by analogy with [32]. This gives an opportunity to extend an area of possible applications
of these results. In particular, one can transfer them to any spaces isomorphic to the above-
mentioned Fock spaces.

The paper is organized in the following manner. In the first section we introduce a Lévy
process L and construct a probability triplet connected with L, convenient for our consider-
ations; then we describe Lytvynov’s generalization of the CRP; and construct a nonregular
rigging of the space of square integrable random variables (the positive and negative spaces
of this rigging are the spaces of nonregular test and generalized functions respectively). The
second section is devoted to the Wick calculus: in the first subsection we introduce and study
the Wick product and the Wick versions of holomorphic functions on the spaces of nonregular
generalized functions; in the second subsection we consider a question about an interconnec-
tion between Wick calculuses in the regular and nonregular cases; in the third subsection we
study an interconnection between the Wick calculus and the operator of stochastic differentia-
tion.

1 PRELIMINARIES

In this paper we denote by ‖ · ‖H or | · |H the norm in a space H; by (·, ·)H the real, i.e.,
bilinear scalar product in a space H; and by 〈·, ·〉H or 〈〈·, ·〉〉H the dual pairing generated by the
scalar product in a space H.

1.1 A Lévy process and its probability space

Denote R+ := [0,+∞). In this paper we deal with a real-valued locally square integrable
Lévy process L = (Lu)u∈R+ (a random process on R+ with stationary independent increments
and such that L0 = 0) without Gaussian part and drift. As is well known (e.g., [11]), the
characteristic function of L is

E[eiθLu ] = exp
[

u
∫

R

(eiθx
− 1 − iθx)ν(dx)

]

, (1)

where ν is the Lévy measure of L, which is a measure on (R,B(R)), here and below B de-
notes the Borel σ-algebra; E denotes the expectation. We assume that ν is a Radon measure

whose support contains an infinite number of points, ν({0}) = 0, there exists ε > 0 such that
∫

R
x2eε|x|

ν(dx) < ∞, and
∫

R
x2

ν(dx) = 1.
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Let us define a measure of the white noise of L. Let D denote the set of all real-valued
infinite-differentiable functions on R+ with compact supports. As is well known, D can be
endowed by the projective limit topology generated by a family of Sobolev spaces (e.g., [8];
see also Subsection 1.3). Let D′ be the set of linear continuous functionals on D. For ω ∈ D

′

and ϕ ∈ D denote ω(ϕ) by 〈ω, ϕ〉; note that actually 〈·, ·〉 is the dual pairing generated by
the scalar product in the space L2(R+) of (classes of) square integrable with respect to the
Lebesgue measure real-valued functions on R+ [8]. The notation 〈·, ·〉 will be preserved for
dual pairings in tensor powers of the complexification of a rigging D

′
⊃ L2(R+) ⊃ D.

Definition 1. A probability measure µ on (D′, C(D′)), where C denotes the cylindrical σ-
algebra, with the Fourier transform

∫

D
′

ei〈ω,ϕ〉
µ(dω) = exp

[

∫

R+×R

(eiϕ(u)x
− 1 − iϕ(u)x)duν(dx)

]

, ϕ ∈ D, (2)

is called the measure of a Lévy white noise.

The existence of µ follows from the Bochner-Minlos theorem (e.g., [20]), see [38]. Below we
assume that the σ-algebra C(D′) is completed with respect to µ.

Denote by (L2) := L2(D′, C(D′), µ) the space of (classes of) complex-valued square in-
tegrable with respect to µ functions on D

′ (in what follows, this notation will be used very
often). Let f ∈ L2(R+) and a sequence (ϕk ∈ D)k∈N converge to f in L2(R+) as k → ∞

(as is well known (e.g., [8]), D is a dense set in L2(R+)). One can show [10, 11, 29, 38] that
〈◦, f 〉 := (L2)− lim

k→∞
〈◦, ϕk〉 is well-defined as an element of (L2).

Denote by 1A the indicator of a set A. Put 1[0,0) ≡ 0 and consider 〈◦, 1[0,u)〉 ∈ (L2), u ∈ R+.
It follows from (1) and (2) that

(

〈◦, 1[0,u)〉
)

u∈R+
can be identified with a Lévy process on the

probability space (triplet) (D′, C(D′), µ) (see [10, 11]). So, one can write Lu = 〈◦, 1[0,u)〉 ∈ (L2).

Remark 1. The derivative in the sense of generalized functions (e.g., [17]) of a Lévy process (a
Lévy white noise) is L′

·
(ω) = 〈ω, δ·〉 = ω(·), where δ is the Dirac delta-function. Therefore L′

is a generalized random process (in the sense of [17]) with trajectories from D
′, and µ is the

measure of L′ in the classical sense of this notion [18].

Remark 2. A Lévy process L without Gaussian part and drift is a Poisson process if its Lévy
measure ν is a point mass at 1, i.e., if for each ∆ ∈ B(R) ν(∆) = δ1(∆). This measure does not
satisfy the conditions accepted above (the support of δ1 does not contain an infinite number of
points); nevertheless, all results of the present paper have natural (and often strong) analogs
in the Poissonian analysis. The reader can find more information about peculiarities of the
Poissonian case in [29], Subsection 1.2.

1.2 Lytvynov’s generalization of the CRP

Denote by ̂⊗ the symmetric tensor multiplication, by a subscript C — complexifications of
spaces. Set Z+ := N ∪ {0}. Denote by P the set of complex-valued polynomials on D

′ that
consists of zero and elements of the form

f (ω) =

N f

∑
n=0

〈ω
⊗n, f (n)〉, ω ∈ D

′, f (n) ∈ D
̂⊗n
C

, N f ∈ Z+, f (N f )
6= 0,
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here N f is called the power of a polynomial f ; 〈ω⊗0, f (0)〉 := f (0) ∈ D
̂⊗0
C

:= C. The measure µ

of a Lévy white noise has a holomorphic at zero Laplace transform (this follows from (2) and
properties of the measure ν, see also [38]), then P is a dense set in (L2) [42]. Denote by Pn,
n ∈ Z+, the set of polynomials of power smaller or equal to n, by Pn the closure of Pn in (L2).
Let for n ∈ N Pn := Pn ⊖Pn−1 (the orthogonal difference in (L2)), P0 := P0. It is clear that

(L2) =
∞
⊕

n=0
Pn. (3)

Let f (n) ∈ D
̂⊗n
C

, n ∈ Z+. Denote by : 〈◦⊗n, f (n)〉 : the orthogonal projection of a monomial

〈◦
⊗n, f (n)〉 onto Pn. Let us define real, i.e., bilinear scalar products (·, ·)ext on D

̂⊗n
C

, n ∈ Z+, by

setting for f (n), g(n) ∈ D
̂⊗n
C

( f (n) , g(n))ext :=
1
n!

∫

D
′

: 〈ω⊗n, f (n)〉 :: 〈ω⊗n, g(n)〉 :µ(dω). (4)

The proof of the well-posedness of this definition coincides up to obvious modifications with
the proof of the corresponding statement in [38].

By | · |ext we denote the norms corresponding to scalar products (4), i.e.,

| f (n) |ext :=
√

( f (n) , f (n))ext.

Denote by H
(n)
ext , n ∈ Z+, the completions of D ̂⊗n

C
with respect to the norms | · |ext. For

F(n)
∈ H

(n)
ext define a Wick monomial : 〈◦⊗n, F(n)

〉 : def
= (L2)− lim

k→∞
: 〈◦⊗n, f

(n)
k 〉 :, where D

̂⊗n
C

∋

f
(n)
k → F(n) as k → ∞ in H

(n)
ext (the well-posedness of this definition can be proved by the

method of "mixed sequences"). One can show that : 〈◦⊗0, F(0)
〉 : = 〈◦

⊗0, F(0)
〉 = F(0) and

: 〈◦, F(1)
〉 : = 〈◦, F(1)

〉 (cf. [38]).
Since, as is easy to see, for each n ∈ Z+ the set {: 〈◦⊗n, f (n)〉 :| f (n) ∈ D

̂⊗n
C

} is dense in Pn,
the next statement from (3) follows.

Theorem 1. (Lytvynov’s generalization of the CRP, cf. [38]) A random variable F ∈ (L2) if and

only if there exists a unique sequence of kernels F(n)
∈ H

(n)
ext such that

F =
∞

∑
n=0

: 〈◦⊗n, F(n)
〉 : (5)

(the series converges in (L2)) and ‖F‖2
(L2)

=
∫

D
′ |F(ω)|2µ(dω) = E|F|2 = ∑

∞
n=0 n!|F(n)

|
2
ext < ∞.

Remark 3. In order to consider many problems of the Lévy white noise analysis, in terms of
Lytvynov’s generalization of the CRP, it is necessary to know an explicit formula for the scalar
products (·, ·)ext. Such a formula is calculated in [38]; in another record form (more convenient
for some calculations) it is given in, e.g., [13, 15, 16].

Denote H := L2(R+), then HC = L2(R+)C (in what follows, this notation will be used very

often). It follows from the explicit formula for (·, ·)ext that H(1)
ext = HC, and for n ∈ N\{1} one

can identify H
̂⊗n
C

with the proper subspace of H(n)
ext that consists of "vanishing on diagonals"

elements (roughly speaking, such that F(n)(u1, . . . , un) = 0 if there exist k, j ∈ {1, . . . , n}: k 6= j,

but uk = uj). In this sense the space H
(n)
ext is an extension of H

̂⊗n
C

(this explains why we use the
subscript "ext" in our designations).
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1.3 A nonregular rigging of (L2)

Denote by T the set of indexes τ = (τ1, τ2), where τ1 ∈ N, τ2 is an infinite differentiable
function on R+ such that for all u ∈ R+ τ2(u) ≥ 1. Let Hτ be the real Sobolev space on R+ of
order τ1 weighted by the function τ2, i.e., Hτ is the completion of D with respect to the norm
generated by the scalar product

(ϕ, ψ)Hτ
=

∫

R+

(

ϕ(u)ψ(u) +
τ1

∑
k=1

ϕ
[k](u)ψ[k](u)

)

τ2(u)du,

here ϕ
[k] and ψ

[k] are derivatives of order k of functions ϕ and ψ respectively. It is well known
(e.g., [8]) that D = pr lim

τ∈T

Hτ (moreover, for any n ∈ N D
̂⊗n = pr lim

τ∈T

H
̂⊗n
τ

, see, e.g., [6] for

details), and for each τ ∈ T Hτ is densely and continuously embedded into H ≡ L2(R+).
Therefore one can consider the chain

D
′
⊃ H−τ ⊃ H ⊃ Hτ ⊃ D,

where H−τ, τ ∈ T, are the spaces dual of Hτ with respect to H. Note that by the Schwartz
theorem [8] D′ = ind lim

τ∈T
H−τ (it is convenient for us to consider D

′ as a topological space

with the inductive limit topology). By analogy with [28] one can easily show that the measure
µ of a Lévy white noise is concentrated on H

−τ̃
with some τ̃ ∈ T, i.e., µ(H

−τ̃
) = 1. Excepting

from T the indexes τ such that µ is not concentrated on H−τ, we will assume, in what follows,
that for each τ ∈ T µ(H−τ) = 1.

Denote the norms in H
τ,C and its tensor powers by | · |τ, i.e., for f (n) ∈ H

̂⊗n
τ,C, n ∈ Z+,

| f (n) |τ =

√

( f (n), f (n))
H

̂⊗n
τ,C

(note that Ĥ⊗0
τ,C := C and | f (0) |τ = | f (0) |).

The next statement easily follows from results of [25].

Lemma 1. There exists τ
′
∈ T such that for each n ∈ Z+ the space H

̂⊗n
τ
′,C is densely and con-

tinuously embedded into the space H
(n)
ext . Moreover, for all f (n) ∈ H

̂⊗n
τ
′,C | f (n)|2ext ≤ n!cn

| f (n)|2
τ
′ ,

where c > 0 is some constant.

It follows from this lemma that if for some τ ∈ T the space Hτ is continuously embedded
into the space H

τ
′ then for each n ∈ Z+ the space Ĥ⊗n

τ,C is densely and continuously embedded

into the space H
(n)
ext , and there exists c(τ) > 0 such that for all f (n) ∈ H

̂⊗n
τ,C

| f (n)|2ext ≤ n!c(τ)n
| f (n)|2

τ
. (6)

In what follows, it will be convenient to assume that the indexes τ such that Hτ is not contin-

uously embedded into H
τ
′ , are removed from T.

Accept on default q ∈ Z+ and τ ∈ T. Denote PW :=
{

f = ∑
N f

n=0 : 〈◦⊗n, f (n)〉 :, f (n) ∈

D
̂⊗n
C

, N f ∈ Z+
}

⊂ (L2). Define real scalar products (·, ·)τ,q on PW by setting for

f =

N f

∑
n=0

: 〈◦⊗n, f (n)〉 :, g =
Ng

∑
n=0

: 〈◦⊗n, g(n)〉 : ∈ PW

( f , g)τ,q :=
min(N f ,Ng)

∑
n=0

(n!)22qn( f (n), g(n))
H

̂⊗n
τ,C

. (7)
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Let ‖ · ‖τ,q be the corresponding norms, i.e., ‖ f‖τ,q =
√

( f , f )τ,q. In order to verify the well-
posedness of this definition, i.e., that formula (7) defines scalar, and not just quasiscalar prod-
ucts, we note that if f ∈ PW and ‖ f‖τ,q = 0 then by (7) for each kernel f (n) we have | f (n)|τ = 0
and therefore by (6) | f (n)|ext = 0. So, in this case f = 0 in (L2).

Let (Hτ)q be completions of PW with respect to the norms ‖ · ‖τ,q, (Hτ) := pr lim
q→∞

(Hτ)q,

(D) := pr lim
τ∈T,q→∞

(Hτ)q. As is easy to see, f ∈ (Hτ)q if and only if f can be presented in the form

f =
∞

∑
n=0

: 〈◦⊗n, f (n)〉 :, f (n) ∈ H
̂⊗n
τ,C (8)

(the series converges in (Hτ)q), with

‖ f‖2
τ,q := ‖ f‖2

(Hτ )q
=

∞

∑
n=0

(n!)22qn
| f (n)|2

τ
< ∞ (9)

(since for each n ∈ Z+ H
̂⊗n
τ,C ⊆ H

(n)
ext , for f (n) ∈ H

̂⊗n
τ,C : 〈◦⊗n, f (n)〉 : is a well defined Wick

monomial, see Subsection 1.2). Further, f ∈ (Hτ) ( f ∈ (D)) if and only if f can be presented
in form (8) and norm (9) is finite for each q ∈ Z+ (for each τ ∈ T and each q ∈ Z+).

Lemma 2. For each τ ∈ T there exists q0(τ) ∈ Z+ such that the space (Hτ)q is densely and
continuously embedded into (L2) for each q ∈ Nq0(τ) := {q0(τ), q0(τ) + 1, . . .}.

The proof coincides up to obvious modifications with the proof of the corresponding state-
ment in the real case [25]. In view of this lemma one can consider a chain

(D′) ⊃ (H−τ) ⊃ (H−τ)−q ⊃ (L2) ⊃ (Hτ)q ⊃ (Hτ) ⊃ (D), τ ∈ T, q ∈ Nq0(τ), (10)

where (H−τ)−q, (H−τ) = ind lim
q′→∞

(H−τ)−q′ and (D′) = ind lim
τ̂∈T,q′→∞

(H
−τ̂

)
−q′ are the spaces dual

of (Hτ)q, (Hτ) and (D) with respect to (L2).

Definition 2. Chain (10) is called a nonregular rigging of the space (L2). The positive spaces
of this chain (Hτ)q, (Hτ) and (D) are called Kondratiev spaces of nonregular test functions.
The negative spaces of this chain (H−τ)−q, (H−τ) and (D′) are called Kondratiev spaces of
nonregular generalized functions.

Finally, we describe natural orthogonal bases in the spaces (H−τ)−q. Let us consider chains

D
′

C

(m)
⊃ H

(m)
−τ,C ⊃ H

(m)
ext ⊃ H

̂⊗m
τ,C ⊃ D

̂⊗m
C

, (11)

m ∈ Z+ (for m = 0 D
̂⊗0
C

= H
̂⊗0
τ,C = H

(0)
ext = H

(0)
−τ,C = D

′

C

(0) = C), where H
(m)
−τ,C and D

′

C

(m) =

ind lim
τ̂∈T

H
(m)
−τ̂,C are the spaces dual of Ĥ⊗m

τ,C and D
̂⊗m
C

with respect to H
(m)
ext . In what follows, we

denote by 〈·, ·〉ext the real dual pairings between elements of negative and positive spaces from

chains (11), these pairings are generated by the scalar products in H
(m)
ext . The next statement

follows from the definition of the spaces (H−τ)−q and the general duality theory (cf. [25, 28]).
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Proposition 1. There exists a system of generalized functions

{

: 〈◦⊗m, F
(m)
ext 〉 : ∈ (H−τ)−q | F

(m)
ext ∈ H

(m)
−τ,C, m ∈ Z+

}

such that
1) for F

(m)
ext ∈ H

(m)
ext ⊂ H

(m)
−τ,C : 〈◦⊗m, F

(m)
ext 〉 : is a Wick monomial that is defined in Subsec-

tion 1.2;
2) any generalized function F ∈ (H−τ)−q can be presented as a series

F =
∞

∑
m=0

: 〈◦⊗m, F
(m)
ext 〉 :, F

(m)
ext ∈ H

(m)
−τ,C, (12)

that converges in (H−τ)−q, i.e.,

‖F‖2
−τ,−q := ‖F‖2

(H−τ)−q
=

∞

∑
m=0

2−qm
|F

(m)
ext |

2
H

(m)
−τ,C

< ∞; (13)

and, vice versa, any series (12) with finite norm (13) is a generalized function from (H−τ)−q

(i.e., such a series converges in (H−τ)−q);
3) the dual pairing between F ∈ (H−τ)−q and f ∈ (Hτ)q that is generated by the scalar

product in (L2), has the form

〈〈F, f 〉〉(L2 ) =
∞

∑
m=0

m!〈F
(m)
ext , f (m)

〉ext, (14)

where F
(m)
ext ∈ H

(m)
−τ,C and f (m)

∈ H
̂⊗m
τ,C are the kernels from decompositions (12) and (8) for F

and f respectively.

It is clear that F ∈ (H−τ) (F ∈ (D′)) if and only if F can be presented in form (12) and norm
(13) is finite for some q ∈ Nq0(τ) (for some τ ∈ T and some q ∈ Nq0(τ)).

2 ELEMENTS OF A WICK CALCULUS

In this paper we construct a Wick calculus on the spaces (H−τ); but, as is easy to verify, all
our results hold true up to obvious modifications on the space (D′).

2.1 A Wick product and Wick versions of holomorphic functions

One can introduce a Wick product and Wick versions of holomorphic functions on (H−τ)

by different ways. We use the most natural and convenient from technical point of view clas-
sical way, based on a so-called S-transform.

Definition 3. Let F ∈ (H−τ). We define an S-transform (SF)(λ), λ ∈ DC, as a formal series

(SF)(λ) :=
∞

∑
m=0

〈F
(m)
ext , λ

⊗m
〉ext ≡ F

(0)
ext +

∞

∑
m=1

〈F
(m)
ext , λ

⊗m
〉ext, (15)

where F
(m)
ext ∈ H

(m)
−τ,C are the kernels from (12) for F. In particular, (SF)(0) = F

(0)
ext , S1 ≡ 1.
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Remark 4. As is easily seen, each term in series (15) is well-defined, but the series can di-
verge. However, the last is not an obstruction in order to construct the Wick calculus (cf. [15]);
moreover, it is easy to obtain a simple sufficient condition under which series (15) converges.
Namely, by the generalized and classical Cauchy-Bunyakovsky inequalities

|(SF)(λ)| ≤
∞

∑
m=0

|F
(m)
ext |

H
(m)
−τ,C

|λ|
m
τ
=

∞

∑
m=0

(

2−qm/2
|F

(m)
ext |

H
(m)
−τ,C

)(

2qm/2
|λ|

m
τ

)

≤

√

∞

∑
m=0

2−qm
|F

(m)
ext |

2
H

(m)
−τ,C

√

∞

∑
m=0

2qm
|λ|

2m
τ

= ‖F‖−τ,−q

√

∞

∑
m=0

2qm
|λ|

2m
τ

(see (13)). Therefore series (15) converges if F ∈ (H−τ)−q and λ ∈ DC is such that |λ|τ < 2−q/2.
Note that the last inequality is true if and only if a function f

λ
(◦) := ∑

∞
m=0

1
m! : 〈◦

⊗m, λ
⊗m

〉 : ∈

(Hτ)q, in this case ‖ f
λ
‖τ,q =

√

∑
∞
m=0 2qm

|λ|
2m
τ

< ∞ (see (9)). Now one can define the S-
transform of F by the formula (SF)(λ) = 〈〈F, f

λ
〉〉(L2) (cf. [34]), see (14). Note that in the

Gaussian (and Poissonian) analysis fλ(◦) = exp♦
{〈◦, λ〉}, where exp♦ is a Wick version of

the exponential function (e.g., [34]), and therefore f
λ

is called a Wick exponential; in the Lévy
analysis this representation for f

λ
does not hold.

Definition 4. For F, G ∈ (H−τ) and a holomorphic at (SF)(0) function h : C → C we define a
Wick product F♦G and a Wick version h♦(F) by setting formally

F♦G := S−1(SF · SG), h♦(F) := S−1h(SF). (16)

It is obvious that the Wick multiplication ♦ is commutative, associative and distributive
over a field C.

Remark 5. A function h can be decomposed in a Taylor series

h(u) =
∞

∑
m=0

hm

(

u − (SF)(0)
)m. (17)

Using this decomposition, it is easy to calculate that

h♦(F) =
∞

∑
m=0

hm
(

F − (SF)(0)
)♦m, (18)

where F♦m := F♦ · · ·♦F
︸ ︷︷ ︸

m times

, F♦0 := 1.

Let us write out "coordinate formulas" for the Wick product and for the Wick versions
of holomorphic functions (i.e., representations of F♦G and h♦(F) via kernels from decom-
positions (12) for F and G and coefficients from decomposition (17) for h). We need a small
preparation: it is necessary to introduce an analog of the symmetric tensor multiplication on

the spaces H(m)
−τ,C, m ∈ Z+.

Consider a family of chains

D
′

C

̂⊗m
⊃ H

̂⊗m
−τ,C ⊃ H

̂⊗m
C

⊃ H
̂⊗m
τ,C ⊃ D

̂⊗m
C

, m ∈ Z+ (19)
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(as is well known (e.g., [6, 8]), Ĥ⊗m
−τ,C and D

′

C

̂⊗m = ind lim
τ̂∈T

H
̂⊗m
−τ̂,C are the spaces dual of Ĥ⊗m

τ,C

and D
̂⊗m
C

respectively; in the case m = 0 all spaces from chain (19) are equal to C). Since
the spaces of test functions in chains (19) and (11) coincide, there exists a family of natural

isomorphisms Um : D′

C

(m)
→ D

′

C

̂⊗m, m ∈ Z+, such that for all F
(m)
ext ∈ D

′

C

(m) and f (m)
∈ D

̂⊗m
C

〈F
(m)
ext , f (m)

〉ext = 〈UmF
(m)
ext , f (m)

〉. (20)

It is easy to see that the restrictions of Um to H
(m)
−τ,C are isometric isomorphisms between the

spaces H(m)
−τ,C and H

̂⊗m
−τ,C.

Remark 6. As we saw above, H(1)
ext = HC, therefore in the case m = 1 chains (19) and (11)

coincide. Thus U1 is the identity operator on D
′

C

(1) = D
′

C

̂⊗1 = D
′

C
. In the case m = 0 U0 is,

obviously, the identity operator on C.

For F
(n)
ext ∈ H

(n)
−τ,C and G

(m)
ext ∈ H

(m)
−τ,C, n, m ∈ Z+, set

F
(n)
ext ⋄ G

(m)
ext := U−1

n+m

[

(UnF
(n)
ext )̂⊗(UmG

(m)
ext )

]

∈ H
(n+m)
−τ,C . (21)

It follows from properties of operators Um and of the symmetric tensor multiplication that
the multiplication ⋄ is commutative, associative and distributive over a field C. Further, since

Um : H(m)
−τ,C → H

̂⊗m
−τ,C, m ∈ Z+, are isometric isomorphisms,

|F
(n)
ext ⋄ G

(m)
ext |

H
(n+m)
−τ,C

= |(UnF
(n)
ext )̂⊗(UmG

(m)
ext )|H ̂⊗n+m

−τ,C

≤ |UnF
(n)
ext |H

̂⊗n
−τ,C

|UmG
(m)
ext |H

̂⊗m
−τ,C

= |F
(n)
ext |

H
(n)
−τ,C

|G
(m)
ext |

H
(m)
−τ,C

.
(22)

Finally, by (20) and (21) for λ ∈ DC

〈F
(n)
ext , λ

⊗n
〉ext〈G

(m)
ext , λ

⊗m
〉ext = 〈UnF

(n)
ext , λ

⊗n
〉〈UmG

(m)
ext , λ

⊗m
〉

= 〈(UnF
(n)
ext )⊗ (UmG

(m)
ext ), λ

⊗n+m
〉 = 〈(UnF

(n)
ext )̂⊗(UmG

(m)
ext ), λ

⊗n+m
〉

= 〈U−1
n+m

[

(UnF
(n)
ext )̂⊗(UmG

(m)
ext )

]

, λ
⊗n+m

〉ext = 〈F
(n)
ext ⋄ G

(m)
ext , λ

⊗n+m
〉ext.

Using (16), (15) and this equality, by analogy with the Meixner analysis [28] one can prove the
following statement.

Proposition 2. For F1, . . . , Fn ∈ (H−τ)

F1♦ · · ·♦Fn =
∞

∑
m=0

: 〈◦⊗m, ∑
k1,...,kn∈Z+ :
k1+···+kn=m

F
(k1)
1 ⋄ · · · ⋄ F

(kn)
n 〉 :; (23)

in particular, for F, G ∈ (H−τ)

F♦G =
∞

∑
m=0

: 〈◦⊗m,
m

∑
k=0

F
(k)
ext ⋄ G

(m−k)
ext 〉 :. (24)
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Here F
(k j)

j ∈ H

(k j)

−τ,C, j ∈ {1, . . . , n}, are the kernels from decompositions (12) for Fj; F
(k)
ext ∈

H
(k)
−τ,C, G

(m−k)
ext ∈ H

(m−k)
−τ,C , are the kernels from the same decompositions for F and G respec-

tively. Further, for F ∈ (H−τ) and a holomorphic at (SF)(0) = F
(0)
ext function h : C → C

h♦(F) = h0 +
∞

∑
m=1

: 〈◦⊗m,
m

∑
n=1

hn ∑
k1,...,kn∈N:

k1+···+kn=m

F
(k1)
ext ⋄ · · · ⋄ F

(kn)
ext 〉 :, (25)

where F
(k)
ext ∈ H

(k)
−τ,C, k ∈ Z+, are the kernels from decomposition (12) for F; hn ∈ C, n ∈ Z+,

are the coefficients from decomposition (17) for h.

Remark 7. Formulas (24) and (25) can be used as alternative definitions of the Wick product
and of the Wick version of a holomorphic function respectively.

It is clear that in order to give an informal sense to notions "the Wick product" and "the Wick
version of a holomorphic function", it is necessary to study a question about convergence of
series (23) and (25) in the spaces (H−τ).

Theorem 2. 1) Let F1, . . . , Fn ∈ (H−τ). Then F1♦ · · ·♦Fn ∈ (H−τ). Moreover, the Wick multi-
plication is continuous in the sense that

‖F1♦ · · ·♦Fn‖−τ,−q ≤

√

max
m∈Z+

[2−m(m + 1)n−1]‖F1‖−τ,−(q−1) · · · ‖Fn‖−τ,−(q−1), (26)

where q ∈ N is such that F1, . . . , Fn ∈ (H−τ)−(q−1). 2) Let F ∈ (H−τ) and a function h : C → C

be holomorphic at (SF)(0). Then h♦(F) ∈ (H−τ).

Proof. 1) It is sufficient to prove (26), the fact that F1♦ · · ·♦Fn ∈ (H−τ) follows from this es-

timate. Let F
(k)
j ∈ H

(k)
−τ,C be the kernels from decompositions (12) for Fj, j ∈ {1, . . . , n}; and

q ∈ N be such that F1, . . . , Fn ∈ (H−τ)−(q−1) (such q exists because by Schwartz’s theorem
(H−τ) =

⋃

q∈Nq0(τ)

(H−τ)−q (Nq0(τ) is defined in Lemma 2), see, e.g., [8] for details). Using (23),

(13), a known estimate for a norm
∥

∥∑
p
l=1 al

∥

∥

2
≤ p ∑

p
l=1 ‖al‖

2 and (22), we obtain

‖F1♦ · · ·♦Fn‖
2
−τ,−q =

∞

∑
m=0

2−qm
∣

∣ ∑
k1,...,kn∈Z+ :
k1+···+kn=m

F
(k1)
1 ⋄ · · · ⋄ F

(kn)
n

∣

∣

2
H

(m)
−τ,C

=
∞

∑
m=0

2−qm
∣

∣

m

∑
k1=0

m−k1

∑
k2=0

· · ·

m−k1−···−kn−2

∑
kn−1=0

F
(k1)
1 ⋄ · · · ⋄ F

(kn−1)
n−1 ⋄ F

(m−k1−···−kn−1)
n

∣

∣

2
H

(m)
−τ,C

≤

∞

∑
m=0

2−qm(m + 1)
m

∑
k1=0

∣

∣

m−k1

∑
k2=0

· · ·

m−k1−···−kn−2

∑
kn−1=0

F
(k1)
1 ⋄ · · · ⋄ F

(m−k1−···−kn−1)
n

∣

∣

2
H

(m)
−τ,C

≤ · · · ≤

∞

∑
m=0

2−qm(m + 1)n−1
m

∑
k1=0

m−k1

∑
k2=0

· · ·

m−k1−···−kn−2

∑
kn−1=0

|F
(k1)
1 ⋄ · · · ⋄ F

(m−k1−···−kn−1)
n |

2
H

(m)
−τ,C

≤

∞

∑
m=0

[

2−m(m + 1)n−1]2−(q−1)m
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×

m

∑
k1=0

m−k1

∑
k2=0

· · ·

m−k1−···−kn−2

∑
kn−1=0

|F
(k1)
1 |

2
H

(k1)
−τ,C

· · · |F
(m−k1−···−kn−1)
n |

2

H

(m−k1−···−kn−1)
−τ,C

≤ C(n)
∞

∑
k1=0

2−(q−1)k1
|F

(k1)
1 |

2
H

(k1)
−τ,C

∞

∑
m=k1

m−k1

∑
k2=0

· · ·

m−k1−···−kn−2

∑
kn−1=0

2−(q−1)k2
|F

(k2)
2 |

2
H

(k2)
−τ,C

· · · 2−(q−1)(m−k1−···−kn−1)
|F

(m−k1−···−kn−1)
n |

2

H

(m−k1−···−kn−1)
−τ,C

= C(n)‖F1‖
2
−τ,−(q−1)

∞

∑
m=0

m

∑
k2=0

· · ·

m−k2−···−kn−2

∑
kn−1=0

2−(q−1)k2
|F

(k2)
2 |

2
H

(k2)
−τ,C

· · · 2−(q−1)(m−k2−···−kn−1)
|F

(m−k2−···−kn−1)
n |

2

H

(m−k2−···−kn−1)
−τ,C

= · · · = C(n)‖F1‖
2
−τ,−(q−1) · · · ‖Fn‖

2
−τ,−(q−1), (27)

where C(n) := maxm∈Z+

[

2−m(m + 1)n−1
]

.
2) Let us establish that for some q ∈ Z+ ‖h♦(F)‖−τ,−q < ∞, it is enough to assert that

h♦(F) ∈ (H−τ). Let F
(k)
ext ∈ H

(k)
−τ,C, k ∈ Z+, be the kernels from decomposition (12) for F. Since

by Schwartz’s theorem for some q̃ ∈ Z+ F ∈ (H−τ)−q̃, by (13) for each k we have |F
(k)
ext |

H
(k)
−τ,C

≤

‖F‖
−τ,−q̃2q̃k/2. Further, it follows from the holomorphy of h that there exists q′ ∈ Z+ such that

for each n ∈ Z+ |hn| ≤ 2q′n, where hn ∈ C are the coefficients from decomposition (17) for h.
Using these estimates, (13), (25), (22) and the estimate ∑

k1,...,kn∈N:
k1+···+kn=m

1 = Cn−1
m−1 ≤ 2m−1, we obtain

‖h♦(F)‖2
−τ,−q = |h0|

2 +
∞

∑
m=1

2−qm
∣

∣

m

∑
n=1

hn ∑
k1,...,kn∈N:

k1+···+kn=m

F
(k1)
ext ⋄ · · · ⋄ F

(kn)
ext

∣

∣

2
H

(m)
−τ,C

≤ |h0|
2 +

∞

∑
m=1

2−qm
( m

∑
n=1

|hn| ∑
k1,...,kn∈N:

k1+···+kn=m

|F
(k1)
ext |

H
(k1)
−τ,C

· · · |F
(kn)
ext |

H
(kn)
−τ,C

)2

≤ |h0|
2 +

∞

∑
m=1

2−qm
( m

∑
n=1

2q′n ∑
k1,...,kn∈N:

k1+···+kn=m

‖F‖n
−τ,−q̃2q̃m/2

)2

≤ |h0|
2 +

1
4

∞

∑
m=1

2(q̃+2−q)m
( m

∑
n=1

(2q′
‖F‖

−τ,−q̃)
n
)2

< ∞,

(28)

if q ∈ Z+ is sufficiently large.

Remark 8. Let h♦N(F), N ∈ N, be the Wick version of the N-th partial sum of decomposition
(17) for h. It follows from calculation (28) that h♦N(F) → h♦(F) as N → ∞ in (H−τ).

Remark 9. One of generalizations of the Gaussian white noise analysis is a so-called biorthogo-

nal analysis (see [1,2,5,23,24,36]) that developed actively in 90th of the last century. Its main idea
is to use as orthogonal bases in spaces of test functions so-called generalized Appell polynomi-
als (or their generalizations), in this case orthogonal bases in spaces of generalized functions
are biorthogonal to the above-mentioned polynomials generalized functions. Over time the
interest to the biorthogonal analysis went down because of the lack of interesting applications.
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But methods developed within its framework, and some its results can be successfully used
in another generalizations of the Gaussian analysis, in particular, in the Lévy analysis. For
example, the proof of Theorem 2 is adopted from the biorthogonal analysis, cf. [24].

2.2 Interconnection between the Wick calculuses in the regular and nonregular cases

In the paper [15], in particular, a Wick product and Wick versions of holomorphic functions
are introduced and studied on so-called parametrized Kondratiev-type spaces of regular generalized

functions of the Lévy white noise analysis [15, 25]. As distinct from the Gaussian or Poissonian
analysis, these spaces are not embedded into the spaces of nonregular generalized functions,
but have with the last wide intersections (for example, (L2) is a part of all these intersections).
So, it is natural to consider a question about interconnection between the Wick calculuses
on the spaces of regular and nonregular generalized functions. The answer is very simple:
actually, on the above-mentioned intersections the Wick products and the Wick versions of
holomorphic functions, introduced in [15] and in this paper, coincide. Now we’ll explain this
in detail.

Definition 5. Accept on default β ∈ [0, 1]. Parametrized Kondratiev-type spaces of regular
generalized functions (L2)

−β

−q and (L2)−β can be defined as follows: (L2)
−β

−q consists of formal

series (5) such that ‖F‖2
(L2)

−β

−q

= ∑
∞
n=0(n!)1−β2−qn

|F(n)
|
2
ext < ∞; (L2)−β := ind lim

q→∞
(L2)

−β

−q .

The well-posedness of this definition is proved in [15, 25]. Note that the space of square
integrable random variables (L2) = (L2)0

0 is densely and continuously embedded into each

(L2)
−β

−q and therefore into (L2)−β.

Remark 10. Let (L2)
β

q , (L2)β = pr lim
q→∞

(L2)
β

q be parametrized Kondratiev-type spaces of regular

test functions [15, 25], i.e., the positive spaces of a chain (L2)−β
⊃ (L2)

−β

−q ⊃ (L2) ⊃ (L2)
β

q ⊃

(L2)β. It is not difficult to understand that (L2)
β

q consist of elements of form (5) such that

‖F‖2
(L2)

β

q

= ∑
∞
n=0(n!)1+β2qn

|F(n)
|
2
ext < ∞. By analogy one can introduce spaces (Hτ)

β

q that

consist of formal series (8) such that ‖ f‖2
(Hτ )

β

q

= ∑
∞
n=0(n!)1+β2qn

| f (n)|2
τ
< ∞. It is possible to

study properties of these spaces and of its projective limits, to introduce and to study operators
and operations on them; such considerations are interesting by itself and can be useful for
applications. But, in contrast to the Gaussian and Poissonian analysis, in the Lévy analysis
(Hτ)

β

q 6⊂ (L2) if β < 1, generally speaking, so, we cannot consider (Hτ)
β

q with β < 1 as spaces
of test functions.

Definition 6 ([15]). For F ∈ (L2)−β we define an ˜S-transform (˜SF)(λ), λ ∈ DC, as a formal
series

(˜SF)(λ) :=
∞

∑
m=0

(F(m), λ
⊗m)ext ≡ F(0) +

∞

∑
m=1

(F(m), λ
⊗m)ext, (29)

where F(m)
∈ H

(m)
ext are the kernels from decomposition (5) for F (cf. (15)). In particular,

(˜SF)(0) = F(0), ˜S1 ≡ 1.

Definition 7 ([15]). For F, G ∈ (L2)−β and a holomorphic at (˜SF)(0) function h : C → C we
define a Wick product F˜♦G and a Wick version h

˜♦(F) by setting formally (cf. (16))

F˜♦G := ˜S−1(˜SF · ˜SG), h
˜♦(F) := ˜S−1h(˜SF). (30)
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As in the nonregular case, the Wick multiplication ˜♦ is commutative, associative and dis-
tributive over a field C, and the following statement is fulfilled (cf. Theorem 2).

Theorem 3 ( [15]). 1) Let F1, . . . , Fn ∈ (L2)−β. Then F1˜♦ · · · ˜♦Fn ∈ (L2)−β. Moreover, the Wick
multiplication is continuous in the sense that for any q, q′ ∈ Z+ such that F1, . . . , Fn ∈ (L2)

−β

−q′

and q > q′ + (1 − β) log2 n + 1

‖F1˜♦ · · · ˜♦Fn‖(L2)
−β

−q
≤

√

max
m∈Z+

[2−m(m + 1)n−1]‖F1‖(L2)
−β

−q′
· · · ‖Fn‖(L2)

−β

−q′

(cf. (26)). 2) Let F ∈ (L2)−β and a function h : C → C be holomorphic at (˜SF)(0). Then
h
˜♦(F) ∈ (L2)−1.

Remark 11. Theorem 3 can be proved with the use of "coordinate formulas" for the Wick prod-
uct and for the Wick versions of holomorphic functions on the spaces (L2)−β [15]. Formally

these formulas coincide with the corresponding formulas in the nonregular case, see Proposi-
tion 2. Actually, this coincidence is not accidental: the restriction of the multiplication ⋄ to the

spaces H(n)
ext , n ∈ Z+, is an analog of the symmetric tensor multiplication on these spaces, the

proof of this fact coincides up to obvious modifications with the proof of the corresponding
statement in the real case [31].

Comparing (15) with (29), (16) with (30), and taking into account Theorems 2 and 3, we
obtain the following statement.

Theorem 4. 1) Let F1, . . . , Fn ∈ (H−τ) ∩ (L2)−β. Then

F1♦ · · ·♦Fn = F1˜♦ · · · ˜♦Fn ∈ (H−τ) ∩ (L2)−β.

2) Let F ∈ (H−τ) ∩ (L2)−β and a function h : C → C be holomorphic at (SF)(0) = (˜SF)(0).
Then h♦(F) = h

˜♦(F) ∈ (H−τ) ∩ (L2)−1.

2.3 Interconnection between the Wick calculus and operators of stochastic differentiation

As is well known, a very important role in the Gaussian white noise analysis and its gen-
eralizations belongs to the extended stochastic integral and to its adjoint operator — the Hida
stochastic derivative. Together with these operators, it is natural and useful to introduce and to
study so-called operators of stochastic differentiation, which are closely related with the stochastic
integral and derivative. Roughly speaking, one can understand the stochastic differentiation as
a "differentiation" with respect to a "stochastic argument", i.e., the operator of stochastic differ-
entiation acts on an orthogonal decomposition of a (generalized) random variable in common
with an action of the differentiation operator on Taylor’s decomposition of a function. The op-
erators of stochastic differentiation can be used, in particular, in order to study some proper-
ties of the extended stochastic integral and of solutions of stochastic equations with Wick-type
nonlinearities.

As is known [3], in the Gaussian analysis the operator of stochastic differentiation of order
1 is a differentiation (i.e., satisfies the Leibniz rule) with respect to the Wick multiplication.
This important for applications property holds true in a Gamma-analysis (i.e., a white noise
analysis connected with a so-called Gamma-measure) [22], in a Meixner analysis [26, 27], and
in the Lévy analysis on the spaces of regular generalized functions [15]. But, in contrast to the
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Gaussian case, in the Lévy analysis (in the same way as in the Gamma- and Meixner analysis)
the operators of stochastic differentiation (in the same way as the Hida stochastic derivative)
cannot be naturally continued from (L2) to the spaces of nonregular generalized functions,
see [30] for details. Nevertheless, one can introduce on these spaces natural analogs of the
above-mentioned operators. These analogs are introduced and studied (in a real case) in [30].
They have properties similar to properties of "classical" operators of stochastic differentiation
[13], and can be accepted as operators of stochastic differentiation on the spaces of nonregular
generalized functions. Now we’ll recall the definition of such operator of order 1, and will
show that this operator satisfies the Leibniz rule with respect to the Wick multiplication ♦.

Let F
(m)
ext ∈ H

(m)
−τ,C, m ∈ N\{1}, g ∈ Hτ,C. We define a generalized partial pairing

〈F
(m)
ext , g〉ext ∈ H

(m−1)
−τ,C by setting for any f (m−1)

∈ H
̂⊗m−1
τ,C

〈〈F
(m)
ext , g〉ext, f (m−1)

〉ext = 〈F
(m)
ext , ĝ⊗ f (m−1)

〉ext. (31)

Since by the generalized Cauchy-Bunyakovsky inequality

|〈F
(m)
ext , ĝ⊗ f (m−1)

〉ext| ≤ |F
(m)
ext |

H
(m)
−τ,C

|ĝ⊗ f (m−1)
|τ ≤ |F

(m)
ext |

H
(m)
−τ,C

|g|τ | f
(m−1)

|τ,

this definition is well posed and

|〈F
(m)
ext , g〉ext|

H
(m−1)
−τ,C

≤ |F
(m)
ext |

H
(m)
−τ,C

|g|τ . (32)

Definition 8. Let g ∈ H
τ,C. We define (the analog of) the operator of stochastic differentiation

(D◦)(g) : (H−τ) → (H−τ) (33)

as a linear continuous operator that is given by the formula

(DF)(g) :=
∞

∑
m=1

m: 〈◦⊗m−1, 〈F
(m)
ext , g〉ext〉 :, (34)

where F
(m)
ext ∈ H

(m)
−τ,C are the kernels from decomposition (12) for F ∈ (H−τ).

The proof of the well-posedness of this definition is based on estimate (32) and coincides
up to obvious modifications with the proof of the corresponding statement in a real case [30].

Let us define a characterization set of the space (H−τ) in terms of the S-transform, setting
Bτ := S(H−τ) ≡

{

SF : F ∈ (H−τ)
}

(cf. [15]). It is clear that Bτ is a linear space, which

consists of formal series ∑
∞
m=0〈F

(m)
ext , ·⊗m

〉ext (see (15)) with the kernels F
(m)
ext ∈ H

(m)
−τ,C satisfying

a condition: there exists q ∈ Nq0(τ) ⊆ Z+ such that ∑
∞
m=0 2−qm

|F
(m)
ext |

2
H

(m)
−τ,C

< ∞. It follows from

Definition 4 and Theorem 2 that Bτ is an algebra with respect to the pointwise multiplication.
Moreover, if we introduce on Bτ a topology induced by the topology of (H−τ), then the S-
transform becomes a topological isomorphism between a topological algebra (H−τ) with the
Wick multiplication and a topological algebra Bτ with the pointwise multiplication.

Denote by
dg : Bτ → Bτ, g ∈ Hτ,C, (35)
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a directional derivative, i.e., for (SF)(·) = ∑
∞
m=0〈F

(m)
ext , ·⊗m

〉ext = ∑
∞
m=0〈UmF

(m)
ext , ·⊗m

〉 ∈ Bτ (see

(15), (20); F ∈ (H−τ), F
(m)
ext ∈ H

(m)
−τ,C are the kernels from decomposition (12) for F)

dg(SF)(·) =
∞

∑
m=1

m〈UmF
(m)
ext , ĝ⊗(·⊗m−1)〉 =

∞

∑
m=1

m〈F
(m)
ext , ĝ⊗(·⊗m−1)〉ext

=
∞

∑
m=1

m〈〈F
(m)
ext , g〉ext, ·⊗m−1

〉ext =
(

S(DF)(g)
)

(·) ∈ Bτ

(36)

(see (20), (31), (34) and (15)). As we see, directional derivative (35) is the image on Bτ of operator
of stochastic differentiation (33) under the S-transform (in particular, (35) is a linear continuous

operator). Vice versa, operator of stochastic differentiation (33) is a pre-image of directional
derivative (35) under the S-transform, i.e., for all F ∈ (H−τ) and g ∈ H

τ,C

(DF)(g) = S−1dgSF ∈ (H−τ). (37)

Now we are ready to prove the main result of this subsection.

Theorem 5. Operator of stochastic differentiation (33) is a differentiation (i.e., satisfies the
Leibniz rule) with respect to the Wick multiplication, i.e., for all F, G ∈ (H−τ) and g ∈ H

τ,C
(

D(F♦G)
)

(g) = (DF)(g)♦G + F♦(DG)(g) ∈ (H−τ). (38)

Proof. First we note that the expressions in the left hand side and in the right hand side of
(38) belong to (H−τ), this follows from the definition of operator (33) and Theorem 2. As for
equality (38), using (37), (16), the fact that the directional derivative satisfies the Leibniz rule,
and (36), we obtain

(

D(F♦G)
)

(g) = S−1dg

(

S(F♦G)
)

= S−1dg(SF · SG) = S−1[(dgSF) · SG + SF · (dgSG)
]

= S−1[(S(DF)(g)
)

· SG + SF ·

(

S(DG)(g)
)]

= (DF)(g)♦G + F♦(DG)(g),

which is what had to be proved.

Corollary. Let F ∈ (H−τ), g ∈ H
τ,C, and h : C → C be a holomorphic at (SF)(0) function.

Then
(

Dh♦(F)
)

(g) = h′♦(F)♦(DF)(g) ∈ (H−τ), (39)

where h′♦ is the Wick version of the usual derivative of a function h.

Proof. Using (38), one can prove by the mathematical induction method that for each m ∈ Z+

(

D
(

F − (SF)(0)
)♦m)

(g) = m
(

F − (SF)(0)
)♦m−1

♦(DF)(g). (40)

Further, let h♦N(F), N ∈ N, be the Wick version of the N-th partial sum of decomposition

(17) for h, i.e., h♦N(F) = ∑
N
m=0 hm

(

F − (SF)(0)
)♦m, see (18). It follows from the linearity of the

operator D, (40), Theorem 2 and Remark 8 that

(

Dh♦N(F)
)

(g) =
N

∑
m=0

hm

(

D
(

F − (SF)(0)
)♦m)

(g)

=
N

∑
m=1

hmm
(

F − (SF)(0)
)♦m−1

♦(DF)(g) →

N→∞
h′♦(F)♦(DF)(g)

in (H−τ). On the other hand, it follows from Remark 8 and the continuity of the operator
(D◦)(g) on (H−τ) that

(

Dh♦N(F)
)

(g) →
(

Dh♦(F)
)

(g) as N → ∞ in (H−τ). Therefore equality
(39) is valid.
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In a forthcoming paper we’ll consider an interconnection between the Wick calculus and
the stochastic integration on the spaces of nonregular generalized functions, and give examples
of integral stochastic equations with Wick-type nonlinearities.
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[9] Bożejko M., Lytvynov E.W., Rodionova I.V. An extended anyon Fock space and noncommutative Meixner-

type orthogonal polynomials in infinite dimensions. Russian Math. Surveys 2015, 70 (5), 857–899. doi:
10.1070/RM2015v070n05ABEH004965

[10] Di Nunno G., Oksendal B., Proske F. Malliavin calculus for Lévy processes with applications to finance. In:
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Качановський М.О. Про Вiкiвське числення на просторах нерегулярних узагальнених функцiй ана-

лiзу бiлого шуму Левi // Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 114–132.

Розвиток теорiї основних i узагальнених функцiй, що залежать вiд нескiнченної кiлькостi
змiнних, є важливою та актуальною задачею, яка обумовлена потребами фiзики i математики.
Один з успiшних пiдходiв до побудови такої теорiї полягає у введеннi просторiв вищезгаданих
функцiй таким чином, що дуальне спарювання мiж основними i узагальненими функцiями
породжується iнтегруванням за деякою ймовiрнiсною мiрою. Спочатку це була гауссiвська
мiра, згодом були зробленi численнi узагальнення. Зокрема, важливi результати можна отри-
мати, використовуючи мiру бiлого шуму Левi, вiдповiдна теорiя називається аналiзом бiлого

шуму Левi.
У гауссiвському випадку можна будувати простори основних i узагальнених функцiй та

уводити деякi важливi оператори (наприклад, стохастичнi iнтеграли i похiднi) на цих про-
сторах за допомогою так званої властивостi хаотичного розкладу (ВХР): грубо кажучи, кожну
квадратично iнтегровну випадкову величину можна розкласти у ряд повторних стохастичних
iнтегралiв Iто вiд невипадкових функцiй. У аналiзi Левi нема ВХР, але є рiзнi узагальнення цiєї
властивостi.

У цiй статтi ми маємо справу з одним з найбiльш корисних i перспективних узагальнень
ВХР у аналiзi Левi, запропонованим Є. В. Литвиновим, та з вiдповiдними просторами нерегу-
лярних узагальнених функцiй. Метою статтi є увести природний добуток (вiкiвський добуток)
на цих просторах, та вивчити деякi пов’язанi питання. Основними результатами є теореми про
властивостi вiкiвського добутку i вiкiвських версiй голоморфних функцiй. Зокрема, ми дово-
димо, що оператор стохастичного диференцiювання задовольняє правило Лейбнiца вiдносно
вiкiвського множення. Крiм того, ми показуємо, що вiкiвськi добутки i вiкiвськi версiї голо-
морфних функцiй, визначенi на просторах регулярних i нерегулярних узагальнених функцiй,
побудованих за допомогою литвинiвського узагальнення ВХР, спiвпадають на перетинах цих
просторiв.

Нашi дослiдження є внеском у подальший розвиток аналiзу бiлого шуму Левi.

Ключовi слова i фрази: процес Левi, вiкiвський добуток, стохастичне диференцiювання.
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KURYLIAK A.O., TSVIGUN V.L.

WIMAN’S INEQUALITY FOR ANALYTIC FUNCTIONS IN D × C WITH RAPIDLY

OSCILLATING COEFFICIENTS

Let A2 be a class of analytic functions f represented by power series of the from

f (z) = f (z1, z2) =
+∞

∑
n+m=0

anmzn
1 zm

2

with the domain of convergence T = {z ∈ C
2 : |z1| < 1, |z2| < +∞} such that ∂

∂z2
f (z1, z2) 6≡ 0

in T and there exists r0 = (r0
1, r0

2) ∈ [0, 1) × [0,+∞) such that for all r ∈ (r0
1, 1) × (r0

2,+∞) we
have r1

∂

∂r1
lnM f (r) + ln r1 > 1, where M f (r) = ∑

+∞
n+m=0 |anm|r

n
1 rm

2 . Let K( f , θ) = { f (z, t) =

∑
+∞
n+m=0 anme2πit(θn+θm) : t ∈ R} be class of analytic functions, where (θnm) is a sequence of pos-

itive integer such that its arrangement (θ∗k ) by increasing satisfies the condition

θ
∗

k+1/θ
∗

k ≥ q > 1, k > 0.

For analytic functions from the class K( f , θ) Wiman’s inequality is improved.
Key words and phrases: Wiman’s type inequality, analytic functions of several variables.
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1 INTRODUCTION

In this paper we consider some analog of the classical inequality of A.Wiman (in this re-
gard, see [1–7]) for the class A2

0 of analytic functions f represented by power series of the form

f (z) = f (z1, z2) =
+∞

∑
n+m=0

anmzn
1 zm

2 , z = (z1, z2) ∈ C
2, (1)

with the domain of convergence T = D × C = {z ∈ C2 : |z1| < 1, |z2| < +∞}. Let A2
1 be the

class of functions f ∈ A
2
0 such that

∂

∂z2
f (z1, z2) 6≡ 0 (2)

in T, A2
2 be the class of functions f ∈ A

2
0 there exists r0 = (r0

1, r0
2) ∈ T:=[0, 1)× [0,+∞) such

that for all r ∈ (r0
1, 1)× (r0

2,+∞) we have

r1
∂

∂r1
lnM f (r) + ln r1 > 1, M f (r) :=

+∞

∑
n+m=0

|anm|r
n
1 rm

2 (3)

and A
2 = A

2
1 ∩A

2
2.
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Proposition 1. 1. If f ∈ A
2
0 \A

2
1 then for every δ > 0 there exists a set E = E f (δ) := E1 × [1, r0

2],
∫

E1∩[r
0
1,1)

d ln r1 < +∞, such that for all r ∈ T \ E the inequlity

M f (r) ≤
µ f (r)

(1 − r)1+δ
ln1/2+δ

µ f (r)

1 − r
, µ f (r) := max{|anm|r

n
1 rm

2 : n, m ≥ 0}, (4)

holds.
2. If f ∈ A

2
0 \

(

A
2
1 ∪A

2
2

)

then for all r ∈ T, M f (r) ≤ C < +∞.

Proof. 1. Remark that every function f ∈ A
2
0 \ A

2
1 is the function of the form f (z) ≡ f1(z1) for

all z2 ∈ C, i.e. is identical function of z2 and analytic function of z1 ∈ D. Therefore the result
of T.Kővari (see [8, 9]) implies that inequality (4) holds for all r ∈ T \ E.

2. Further, r1
∂

∂r1
lnM f (r) = r1

d
dr1

lnM f1
(r1), where M f1

(r1) = ∑
+∞
n=0 |an0|r

n
1 . Well known

that the function r1
d

dr1
lnM f1

(r1) is nondecreasing on (0, 1). Therefore, with the denial of in-

equality (3) we obtain that the inequality r1
d

dr1
lnM f1

(r1) + ln r1 ≤ 1 for all r1 ∈ (0, 1) holds.
Hence, M f1

(r1) = O(1) (r1 → 1 − 0).

Remark 1. For the function f ∈ A
2
0 \ A

2
2 similarly as in proof of 2) we obtain

lnM f (r1, r2)− lnM f (r
0
1, r2) ≤

1
2
(2 − ln r1r0

1) ln
r1

r0
1

< (1 − ln r0
1) ln

1
r0

1

,

for all (r1, r2) ∈ (r0
1, 1)× (0,+∞).

For r = (r1, r2) ∈ T and a function f ∈ A
2 we denote

△r = {(t1, t2) ∈ T : t1 > r1, t2 > r2},

M f (r) = max{| f (z)| : |z1| ≤ r1, |z2| ≤ r2},

µ f (r) = max{|anm |r
n
1 rm

2 : (n, m) ∈ Z
2
+}.

We call E ⊂ T a set of asymptotically finite logarithmic measure on T (E ∈ Υ) if there exists
R ∈ T such that

νln(E ∩△R):=
∫∫

E∩△R

dr1dr2

(1 − r1)r2
< +∞,

i.e. the set E ∩△R is a set of finite logarithmic measure on T.

We note that for a function f ∈ A
2 of the form f (z) = f1(z1) · f2(z2), where f1 is analytical

in D and f2 is entire function of one variable, the inequality

M f (r) ≤ M f (r) ≤
µ f (r)

(1 − r1)1+δ
ln1+δ

µ f (r)

1 − r1
ln1/2+δ r2 (5)

for every r ∈ ∆r0 \ E, E = E1 × E2 ⊂ T,
∫

E1∩(0,1)

dr1

1 − r1
< +∞,

∫

E2∩(1,+∞)

dr2

r2
< +∞,

follows from classical Wiman’s inequality [6]

M f2(r2) ≤ µ f2(r2)(ln µ f2(r2))
1/2 ln1/2 r2

(

r2 ∈ (r0
2,+∞) \ E2,

∫

E2∩(1,+∞)

(ln r)1/2dr

r
< +∞

)
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for entire function f2 and Kővari inequality [8]

M f1
(r1) ≤

µ f1
(r1)

(1 − r1)1+δ
ln1/2+δ

µ f1
(r1)

1 − r1

(

r1 ∈ (r0
1, 1) \ E1,

∫

E1∩(0,1)

dr

1 − r
< +∞

)

for analytic in D function f1, where Mg(t) = ∑
+∞
n=0 |gn|t

n, µg(t) = max{|gn|t
n : n ≥ 0} and

function g(τ) = ∑
+∞
n=0 gnτ

n and t > 0. Moreover, νln(E ∩△R) < +∞ for every R = (R1, R2) ∈

T, R1 > 0, R2 > 0.
Inequality (5) for the class A2 is proved in [10].

Theorem 1 ( [10]). Let f ∈ A
2. For every δ > 0 there exists a set E = E(δ, f ) ∈ Υ such that for

r ∈ T \ E inequality (5) holds.

None of the exponents 1 + δ of (5) can not be replaced by a number less than 1 (see [10]).

Remark 2. Remark, that inequality (5) follows from Proposition 1 also in the cases f ∈ A
2
0 \

(

A
2
1 ∪A

2
2

)

, f ∈ A
2
0 \ A

2
1, i.e., analog of Wiman’s inequality is not considered only in the case

f ∈ A
2
1 \ A

2
2.

Let Ω = [0, 1] and P be the Lebesgue measure on R. We consider the Steinhaus probability
space (Ω,A, P), where A is the σ-algebra of Lebesgue measurable subsets of Ω.

Let Z = (Znm(t)) be some sequence of complex valued random variables defined in this
space. For f ∈ A

2 by K( f , Z) we denote the class of random analytic functions of the form

f (z, t) =
+∞

∑
n+m=0

anmZnm(t)z
n
1 zm

2 . (6)

In the sequel, the notion “almost surely” will be used in the sense that the corresponding
property holds almost everywhere with respect to Lebesgue measure P on Ω. We say that some
relation holds almost surely in the class K( f , Z) if it holds for each analytic function f (z, t) of the
form (6) almost surely in t.

Let Z = (Znm(t)) be some sequence of random variables defined in this space. Znm(t) =

Xnm(t) + iYnm(t) such that both X = Xnm(t) and Y = Ynm(t) are real multiplicative system
(MS). For f ∈ A

2 by K( f , Z) we denote the class of random analytic functions of the form

f (z, t) =
+∞

∑
n+m=0

anmZnm(t)z
n
1 zm

2 . (7)

For such functions in [11] it is proved following statement (Levy’s phenomenon).

Theorem ([11]). If f ∈ A
2, and Z = (Znm(t)), Znm(t) = Xnm(t) + iYnm(t) such that X =

(Xnm(t)) and Y = (Ynm(t)) are real multiplicative systems uniformly bounded by the number
1, then for every δ > 0 almost surely in K( f , Z) there exists a set E = E( f , t, δ), E ∈ Υ, such
that for all r ∈ T \ E

M f (r, t) := max{| f (z, t)| : |z1| ≤ r1, |z2| ≤ r2} ≤

µ f (r)

(1 − r1)1/2+δ
ln1/2+δ

µ f (r)

1 − r1
· ln1/4+δ r2. (8)
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In the case when R = (Rn(t)) is the Rademacher sequence, i.e. (Rn(t)) is a sequence of
independent uniformly distributed random variables on [0, 1] such that P{t : Rn(t) = ±1} =

1/2, P. Levy [12] proved that for any entire function f of one complex variable we can re-
place the exponent 1/2 by 1/4 in the classical Wiman’s inequality almost surely in the class
K( f ,R) (Levy’s fenomenon). Later P. Erdős and A. Rényi [13] proved the same result for the
class K( f , H), where H = (e2πiωn(t)) is the Steinhaus sequence, i.e. (ωn(t)) is a sequence of
independent uniformly distributed random variables on [0, 1]. This statement is true also for
any class K( f , X), where X = (Xn(t)) is multiplicative system (MS) uniformly bounded by the
number 1. That is for all n ∈ N and t ∈ [0, 1] we have |Xn(t)| ≤ 1 and

for all 1 ≤ i1 < i2 < · · · < ik : M(Xi1 Xi2 · · · Xik
) = 0,

where Mξ is the expectation of a random variable ξ ( [14, 15]). The same holds for Z = (Zn),
Zn = Xn + iYn, and X = (Xn), Y = (Yn) are both MS.

In the spring of 1996 during the report of P. V. Filevych at the Lviv seminar of the theory
of analytic functions professors A. A. Goldberg and M. M. Sheremeta posed the following
question (see [16]). Does Levy’s fenomenon take place for analogues of Wiman’s inequality for
entire functions of several complex variables?

In the papers [16, 17] we have found an affirmative answer to this question about Fenton’s
inequality [18] for random entire functions of two complex variables, in [19] about a inequality
from [21] for random entire functions of several complex variables, in [27] in the case of analytic
functions in the polydisc.

In this paper we consider the class K( f , θ) of analytic functions

f (z, t) = f (z1, z2, t) =
+∞

∑
n+m=0

anme2πiθnmtzn
1 zm

2 . (9)

Here (θnm) is a sequence of positive integer such that its arrangement (θ∗k ) by increasing {θnm :
(n, m) ∈ Z

2
+} = {θ

∗

k : k ∈ Z+}, θ
∗

k+1 > θ
∗

k , satisfies the condition (θ is Hadamard sequence)

θ
∗

k+1/θ
∗

k ≥ q > 1, k > 0. (10)

Remark, that in the case q ≥ 2 analytic functions of the form (9) satisfy the assumptions of
previous theorem from [11], because (cos θnt), (sin θnt) are MS. But in the case q > 1 the
sequence of random variables (cos θnt)n∈Z+

need not be a MS (see [16]). So the following
question arrives naturally: does Levy’s phenomenon hold for the class K( f , θ) with f ∈ A

2 and a

Hadamard sequence θ?

2 MAIN RESULT

Theorem 2. Let δ > 0, f ∈ K( f , θ) be an analytic function of the from (9) and a sequence of a
positive integer (θnm)(n,m)∈Z2

+
satisfies condition (10). Then almost surely for t ∈ R there exists

E(δ, t) ∈ Υ such that for all r ∈ T \ E we have

M f (r, t) = max
|z|=r

| f (z, t)| ≤
µ f (r)

(1 − r1)1/2+δ
ln1/2+δ

µ f (r)

1 − r1
ln1/4+δ r2. (11)

Similar inequalities for entire functions of one complex variable one can find in [13, 26], for
analytic functions in the unit disc in [9], for entire functions of two variables [11, 17, 19, 20, 22,
23, 27], for analytic functions without exceptional sets [15, 24].
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3 AUXILIARY LEMMAS

Lemma 1 ([25]). Let θ = (θnm) be a sequence of integers which satisfies (10). Then for any
β > 0, l ∈ N, l ≥ 2 and {cn,m : (nm) ∈ Z

2
+} ⊂ C there exits A > 0, B > 0 such that

P

{

t : max

{
∣

∣

∣

∣

∣

l

∑
n+m=0

cnmeinψ1eimψ2 e2πiθnmt

∣

∣

∣

∣

∣

: ψ ∈ [0, 2π]2
}

≥ AβSl ln1/2 l

}

≤

B

lβ
, (12)

where S2
l = ∑

l
n+m=0 |cnm|

2.

Lemma 2 ([10]). Let δ > 0 and h : R2
+ → R+ be an increasing function on each variable such

that
+∞
∫

1

+∞
∫

1

du1du2

h(u1, u2)
< +∞.

Then there exists a set E ⊂ T of asymptotically finite logarithmic measure such that for all
r ∈ T\E we have

∂

∂r1
lnM f (r) ≤

1
1 − r1

h
(

lnM f (r), ln r2

)

,
∂

∂r2
lnM f (r) ≤

1
r2(1 − r1)δ

(

lnM f (r)
)1+δ

. (13)

Lemma 3. There exits set E ∈ Υ such that for all r ∈ T \ E we have

+∞

∑
n+m=0

(n + m)|anm |r
n
1 rm

2 ≤

µ f (r)

(1 − r1)2+δ
ln2+3δ

µ f (r)

(1 − r1)
ln3/2+3δ r2.

Proof. Let h(r) = (r1r2)
1+δ. Then by Lemma 2, there exist set E ∈ Υ such that for all r ∈ T \ E1

we have

∂

∂r1
lnM f (r) =

1
M f (r)

+∞

∑
n+m=0

n|anm|r
n−1
1 rm

2 =
1

r1M f (r)

+∞

∑
n+m=0

n|anm|r
n
1 rm

2

≤

1
1 − r1

ln1+δ
M f (r) ln r1+δ

2

+∞

∑
n+m=0

n|anm|r
n
1 rm

2 ≤

r1

1 − r1
M f (r) ln1+δ

M f (r) ln r1+δ

2

≤

1
1 − r1

M f (r) ln1+δ
M f (r) ln r1+δ

2

+∞

∑
n+m=0

m|anm|r
n
1 rm

2 ≤

r2

r2(1 − r1)δ
M f (r) ln1+δ

M f (r)

≤

1
(1 − r1)δ

M f (r) ln1+δ
M f (r)

+∞

∑
n+m=0

(n + m)|anm|r
n
1 rm

2 ≤

2M f (r)

1 − r1
ln1+δ

M f (r) ln1+δ r2.

By Theorem 1 we obtain for all r ∈ T \ E2

+∞

∑
n+m=0

(n + m)|anm|r
n
1 rm

2 ≤

µ f (r)

(1 − r1)2+δ
ln1+δ

µ f (r)

1 − r1
ln1/2+δ r2 ln1+2δ

µ f (r)

1 − r1
ln1+2δ r2

≤

µ f (r)

(1 − r1)2+δ
ln2+3δ

µ f (r)

1 − r1
ln3/2+3δ r2.
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Proof of Theorem 2. For k, m ∈ Z+ and l ∈ Z such that k > −l we denote

Gkl =
{

r = (r1, r2) ∈ T : k ≤ ln
1

1 − r1
≤ k + 1, l ≤ ln µ f (r) ≤ l + 1

}

,

Gklm =
{

r = (r1, r2) ∈ Gkl : m ≤ ln r2 ≤ m + 1
}

, G+
kl =

+∞
⋃

i=k

+∞
⋃

j=l

Gij.

Remark that the set

E0 =
{

r ∈ T : ln
1

1 − r1
+ ln µ f (r) < 1

}

=
{

r ∈ T :
µ f (r)

1 − r1
< e
}

∈ Υ,

because there exists r0 such that E0 ∩ ∆r0 = ∅. By Lemma 3 for all r ∈ T\E1 we have

∑
n+m≥d

|anm|r
n
1 rm

2 ≤ ∑
n+m≥d

n + m

d
|anm|r

n
1 rm

2 ≤

1
d

+∞

∑
n+m=0

(n + m)|anm |r
n
1 rm

2

≤

1
d

µ f (r)

(1 − r1)2+δ
· ln2+3δ

µ f (r)

1 − r1
ln3/2+3δ r2 ≤ µ f (r),

(14)

where d = d(r) = e2+δ

(1−r1)2+δ
· ln2+3δ

µ f (r)

1−r1
ln3/2+3δ r2.

Let G∗

kl = Gkl \ E2, I = {(i; j) : G∗

ij 6= ∅}, E2 = E0 ∪ E1 ∪

(

⋃

(i,j) 6∈I Gij

)

. Then #I = +∞. For

(k, l) ∈ I we choose a sequence r(k,l)
∈ G∗

kl such that M f (r
(k,l)) = min

r∈G∗

kl

M f (r). So, for all r ∈ G∗

kl

we get

1
e

µ f (r
(k,l)) ≤ µ f (r) ≤ eµ f (r

(k,l)),
1
e

1

1 − r
(k,l)
1

≤

1
1 − r1

≤ e
1

1 − r
(k,l)
1

,

1
e2

µ f (r
(k,l)

1 − r
(k,l)
1

≤

µ f (r)

1 − r1
≤

e2
µ f (r

(k,l))

1 − r
(k,l)
1

(15)

and also
⋃

(k,l)∈I G∗

kl =
⋃

(k,l)∈I Gkl \ E2 =
⋃+∞

k,l=1 Gkl \ E2 = T \ E2. Denote Nkl = [2d1(r
(k,l))],

where

d1(r) =
e2+δ

(1 − r1)2+δ
· ln2+3δ

e2
µ f (r)

1 − r1
ln3/2+3δ(er2).

For r ∈ G∗

kl we put

WNkl
(r, t) = max

{
∣

∣

∣

∣

∣

∑
n+m≤Nkl

anmrn
1 rm

2 ein1ψ1+in2ψ2+2πiθnmt

∣

∣

∣

∣

∣

: ψ ∈ [0, 2π]2
}

.

For a Lebesgue measurable set G ⊂ G∗

kl and for (k, l) ∈ I we denote νkl(G) = meas(G)
meas(G∗

kl)
, where

meas denotes the Lebesgue measure on R2.
Remark that νkl is a probability measure defined on the family of Lebesgue measurable

subsets of G∗

k ( [19]). Let Ω =
⋃

(k,l)∈I G∗

kl and for all i, j ∈ Z+ ki, li,j : (ki, li,j) ∈ I, ki < ki+1,
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li,j < li,j+1. For Lebesgue measurable subsets G of Ω we denote

ν(G) = 2k0
+∞

∑
i=0

(

1
2ki

(

1 −
(

1
2

)ki+1−ki
)

×

Ni

∑
j=0

2li,0

2li,j

(

1 −
(

1
2

)li,j+1−li,j
)

1 −
(

1
2

)li,Ni+1
+li,0

νki+1li+1,j+1
(G ∩ G∗

k j+1li+1,j+1
)









,

where Ni = max{j : (ki, lij) ∈ I}. Remark that νk j+1lj+1
(G∗

k j+1lj+1
) = ν(Ω) = 1.

Thus ν is a probability measure, which is defined on measurable subsets of Ω. On [0, 1]×Ω

we define the probability measure P0 = P ⊗ ν, which is a direct product of the probability
measures P and ν. Now for (k; l) ∈ I we define

Fkl = {(t, r) ∈ [0, 1]× Ω : WNkl
(r, t) > ASNkl

(r) ln1/2 Nkl},

Fkl(r) = {t ∈ [0, 1] : WNkl
(r, t) > ASNkl

(r) ln1/2 Nkl},

where S2
Nkl

(r) = ∑
Nkl
n+m=0 |anm|

2r2n
1 r2m

2 and A is the constant from Lemma 1 with β = 1. Using
Fubini’s theorem and Lemma 1 with cnm = anmrn

1 rm
2 and β = 1, we get for (k, l) ∈ I

P0(Fkl) =
∫

Ω

(

∫

Fkl(r)

dP

)

dν =
∫

Ω

P(Fkl(r))dν ≤

1
Nkl

ν(Ω) =
1

Nkl
.

Note that Nkl >
1

(1−r
(k,l)
1 )2+δ

ln2+3δ
µ f (r

(k,l))

1−r
(k,l)
1

ln3/2+3δ r
(k,l)
2 ≥ e2k(l + k)3. Therefore

∑
(k,l)∈I

P0(Fkl) ≤
+∞

∑
k=1

+∞

∑
l=−k+1

1
e2k(l + k)3 < +∞.

By Borel-Cantelli’s lemma the infinite quantity of the events {Fkl : (k, l) ∈ I} may occur
with probability zero. So,

P0(F) = 1, F =
+∞
⋃

s=1

+∞
⋃

m=1

⋂

k≥s, l≥m
(k,l)∈I

Fkl ⊂ [0, 1]× Ω.

Then for any point (t, r) ∈ F there exist k0 = k0(t, r) and l0 = l0(t, r) such that for all k ≥ k0,
l ≥ l0, (k, l) ∈ I we have WNkl

(r, t) ≤ ASNkl
(r) ln1/2 Nkl .

So, ν(F∧(t)) = 1 (see [19]).

For any t ∈ F1( [19]) and (k, l) ∈ I we choose a point r
(k,l)
0 (t) ∈ G∗

kl such that

WNkl
(r

(k,l)
0 (t), t) ≥

3
4

Mkl(t), Mkl(t)
def
= sup{WNkl

(r, t) : r ∈ G∗

kl}.

Then from νkl(F∧(t) ∩ G∗

kl) = 1 for all (k, l) ∈ I it follows that there exists a point r(k,l)(t) ∈

G∗

kl ∩ F∧(t) such that |WNkl
(r

(k,l)
0 (t), t)− WNkl

(r(k,l)(t), t)| < 1
4 Mkl(t) or

3
4

Mkl(t) ≤ WNkl
(r

(k,l)
0 (t), t) ≤ WNkl

(r(k,l)(t), t) +
1
4

Mkl(t).
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Since (t, r(k,l)(t)) ∈ F, from inequality (3) we obtain

1
2

Mkl(t) ≤ WNkl
(r(k,l)(t), t) ≤ ASNkl

(r(k,l)(t)) ln1/2 Nkl .

Now for r(k,l) = r(k,l)(t) we get

S2
Nkl

(r(k,l)) ≤ µ f (r
(k,l))M f (r

(k,l)) ≤
µ

2
f (r

(k,l))

(1 − r
(k,l)
1 )1+δ

ln1+δ
µ f (r

(k,l))

1 − r
(k,l)
1

ln1/2+δ r
(k,l)
2 .

So, for t ∈ F1 and all k ≥ k0(t), l ≥ l0(t), we obtain

SN(r
(k,l)) ≤ µ f (r

(k,l))

(

1

1 − r
(k,l)
1

ln
µ f (r

(k,l))

1 − r
(k,l)
1

√

ln r
(k,l)
2

)1/2+δ/2

. (16)

It follows from (15) that d1(r
(k,l)) ≥ d(r) for r ∈ G∗

kl. Then for t ∈ F1, r ∈ F∧(t) ∩ G∗

kl,
(k, l) ∈ I, k ≥ k0(t), l ≥ l0(t) we get

M f (r, t) ≤ ∑
n+m≥2d1(r(k,l))

|anm|r
n
1 rm

2 + WNkl
(r, t) ≤ ∑

n+m≥2d(r)

|anm|r
n
1 rm

2 + Mkl(t).

Finally for t ∈ F1, r ∈ F∧(t) ∩ G∗

kl , l ≥ l0(t) and k ≥ k0(t) we obtain

M f (r
(k,l), t) ≤ µ f (r

(k,l)) + 2ASNkl
(r(k,l)) ln1/2 Nkl

≤ µ f (r
(k,l)) + 2Aµ f (r

(k,l))

(

1

1 − r
(k,l)
1

ln
µ f (r

(k,l))

1 − r
(k,l)
1

)1/2+δ/2

ln1/4+δ r
(k,l)
2

× ln

(

2e2+δ

(1 − r
(k,l)
1 )2+δ

· ln2+3δ
e2

µ f (r
(k,l))

1 − r
(k,l)
1

ln3/2+3δ(er
(k,l)
2 )

)

,

M f (r, t) ≤
µ f (r)

(1 − r1)1/2+δ
· ln1/2+δ

µ f (r)

1 − r1
ln1/4+δ r2.

(17)

Therefore inequality (17) holds almost surely (t ∈ F1, P(F1) = 1) for all

r ∈
(

⋃

(k,l)∈I

(G∗

kl ∩ F∧(t)) ∩ G+
kl

)

\E∗ = (T ∩ G+
kl ) \ (E

∗
∪ G∗

∪ E1) = T \ E2,

where G+
kl =

⋃+∞
i=k

⋃+∞
j=l Gkl , E2 = E1 ∪ G∗

∪ E∗, G∗ =
⋃

(k,l)∈I(G
∗

kl \ F∧(t)).

It remains to remark that ν(G∗) satisfies ν(G∗) = ∑(k,l)∈I(νkl(G
∗

kl)− νkl(F∧(t))) = 0. Then
for all (k, l) ∈ I we obtain

νkl(G
∗

kl \ F∧(t)) =
meas(G∗

kl \ F∧(t))

meas(G∗

kl)
= 0, meas(G∗

kl \ F∧(t)) =
∫∫

G∗

kl\F∧(t)

dr1dr2

(1 − r1)r2
= 0.
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Нехай A
2 клас аналiтичних функцiй f вигляду

f (z) = f (z1, z2) =
+∞

∑
n+m=0

anmzn
1 zm

2

з областю збiжностi T = {z ∈ C
2 : |z1| < 1, |z2| < +∞} таких, що ∂

∂z2
f (z1, z2) 6≡ 0 в T i iснує

r0 = (r0
1, r0

2) ∈ [0, 1) × [0,+∞) таке, що для всiх r ∈ (r0
1, 1) × (r0

2,+∞) маємо r1
∂

∂r1
lnM f (r) +

ln r1 > 1, де M f (r) = ∑
+∞
n+m=0 |anm|r

n
1 rm

2 . Нехай K( f , θ) = { f (z, t) = ∑
+∞
n+m=0 anme2πit(θn+θm) : t ∈

R} — клас аналiтичних функцiй, де (θnm) — послiдовнiсть додатних цiлих чисел така, що її
впорядкування (θ∗k ) за зростанням задовольняє умову

θ
∗

k+1/θ
∗

k ≥ q > 1, k > 0.

Для аналiтичних функцiй з класу K( f , θ) уточнено нерiвнiсть типу Вiмана.

Ключовi слова i фрази: нерiвнiсть типу Вiмана, аналiтичнi функцiї вiд декiлькох компле-
ксних змiнних.
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TRANSLATION, MODULATION AND DILATION SYSTEMS IN SET-VALUED

SIGNAL PROCESSING

In this paper, we investigate a very important function space consists of set-valued functions

defined on the set of real numbers with values on the space of all compact-convex subsets of complex

numbers for which the pth power of their norm is integrable. In general, this space is denoted by

Lp(R, Ω(C)) for 1 ≤ p < ∞ and it has an algebraic structure named as a quasilinear space which

is a generalization of a classical linear space. Further, we introduce an inner-product (set-valued

inner product) on L2(R, Ω(C)) and we think it is especially important to manage interval-valued

data and interval-based signal processing. This also can be used in imprecise expectations. The

definition of inner-product on L2(R, Ω(C)) is based on Aumann integral which is ready for use

integration of set-valued functions and we show that the space L2(R, Ω(C)) is a Hilbert quasilinear

space. Finally, we give translation, modulation and dilation operators which are three foundational

set-valued operators on Hilbert quasilinear space L2(R, Ω(C)).

Key words and phrases: Hilbert quasilinear space, set-valued function, Aumann integral, transla-
tion, modulation, dilation.

Department of Mathematics, Inonu University, 44280, Malatya, Turkey
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INTRODUCTION

The translation, modulation and dilation operators play an important role in signal pro-

cessing. These operators are usually applied to electromagnetic signals such as radio, lasers,

optics and computer networks. For example, the translation operator provides parallel dis-

placement for a discret-time signal. The modulation operator changes the wealths of a sound

wave. As it is well known, converting an analog signal to a digital signal leads to ambiguous

computation errors. In such circumstances to perform signal processing we need the area of

interval-valued signal processing, more generally set-valued signal processing (see [1–3]). In

this work, we introduce translation, modulation and dilation operators on L2(R, Ω(C)) which

is a special space of set-valued functions.

Unfortunately, the space L2(R, Ω(C)) have an algebraic structure which is not a linear

space. This structure is called as a “quasilinear space” by Aseev in 1986 [5]. Therefore, he

present an approach for the function spaces of set-valued mappings. Let us give the definition

of a quasilinear space which is presented by Aseev [5].

A set X is called a quasilinear space if a partial order relation ”�”, an algebraic sum oper-

ation, and an operation of multiplication by real numbers are defined in it in such a way that

УДК 517.9
2010 Mathematics Subject Classification: 06B99, 28B20, 32A70, 46C05, 47H04, 54C60.

c© Levent H., Yilmaz Y., 2018
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the following conditions hold for all elements x, y, z, v ∈ X and all α, β ∈ R:

x � x,

x � z if x � y and y � z,

x = y if x � y and y � x,

x + y = y + x,

x + (y + z) = (x + y) + z,

there exists an element (zero) θ ∈ X such that x + θ = x,

α(βx) = (αβ)x,

α(x + y) = αx + αy,

1x = x,

0x = θ,

(α + β)x � αx + βx,

x + z � y + v if x � y and z � v,

αx � αy if x � y.

Note that the concept of quasilinear space has been only introduced over the field R. As

distinct from Aseev’s definition, in next section we will introduce the quasilinear spaces over

general field K which consists of real or complex numbers.

Any linear space is a quasilinear space with the partial order relation ”x � y ⇐⇒ x = y”.

Perhaps the most popular example of a nonlinear quasilinear space is the set of all non-

empty closed intervals of real numbers sembolized by ΩC(R), and it is a quasilinear space

with the inclusion relation “⊆”, the algebraic sum operation

A + B = {a + b : a ∈ A, b ∈ B}

and the real-scalar multiplication λA = {λa : a ∈ A} .

In fact ΩC(R) is the set of all nonempty compact convex subsets of real numbers and it

is a subset of Ω(R), the set of all nonempty compact subsets of real numbers which is an

another important example of a nonlinear quasilinear space. In general, Ω(E) and ΩC(E) are

the sets of all nonempty closed bounded and nonempty convex closed bounded subsets of any

normed linear space E, respectively. Both are a quasilinear space with the inclusion relation,

the real-scalar multiplication and with a slight modification of addition as follows:

A + B = {a + b : a ∈ A, b ∈ B},

where the closure is taken on the norm topology of E.

The investigation of ΩC(R) or more general Ω(C) contributes interval and convex analysis

and they are excellent tools for mathematical formulation of many real-life situations, for ex-

ample signal processing. Therefore we are interested in the space of Ω(C)-valued functions in

this article.

We know the Banach space Lp(R) for 1 ≤ p < ∞ the space of all functions f for which

| f |p is integrable, is one of the fundamental vector spaces in functional analysis. In this pa-

per we will try to investigate the space Lp(R, Ω(C)) of all functions F : R → Ω(C) such that
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∫

R

‖F(x)‖
p
Ω

dx do exist (1 ≤ p < ∞ ). We can see that the set Lp(R, Ω(C)) is a normed quasi-

linear space and the special case L2(R, Ω(C)) is a Hilbert quasilinear space. We use a new

kind inner-product for set-valued functions to construct a norm structure of L2(R, Ω(C)). The

inner-product will be introduced by an integral in the sense of Aumann [8].

1 PRELIMINARIES

We will start by giving the definition of quasilinear space which is different from Aseev’s

definition. In this definition we will consider the quasilinear spaces over a general field K. The

elements of K are real or complex numbers. We think that this approach is suitable mathe-

matical background of some applications, e.g., interval analysis and signal processing.

A set X is called a quasilinear space over field K if a partial order relation “�”, an algebraic

sum operation, and an operation of multiplication by real or complex numbers are defined in

it in such a way that the following conditions hold for any elements x, y, z, v ∈ X and any

α, β ∈ K:

x � x,

x � z if x � y and y � z,

x = y if x � y and y � x,

x + y = y + x,

x + (y + z) = (x + y) + z,

there exists an element θ ∈ X such that x + θ = x,

α(βx) = (αβ)x,

α(x + y) = αx + αy,

1x = x,

0x = θ,

(α + β)x � αx + βx,

x + z � y + v if x � y and z � v,

αx � αy if x � y.

(1)

K is called the scalar field of the quasilinear space X, and X is called a real quasilinear

space if K = R and is called a complex quasilinear space if K = C. Mostly K will be C in this

work.

Any real linear space is a quasilinear space with the partial order relation defined by “x � y

if and only if x = y”. In this case, quasilinear space axioms is the linear space axioms.

Lemma 1 ([5]). Suppose that each element x in quasilinear space X has an inverse element

x′ ∈ X. Then the partial order in X is determined by equality, the distributivity conditions

hold, and consequently X is a linear space.

Hence in a real linear space, the equality is the only way to define a partial order such that

conditions (1) hold.

It will be assumed in what follows that −x = (−1) · x. Also, note that −x may not be x′.

Any element x in a quasilinear space is regular if and only if x − x = θ, that is, if and only if

x′ = −x.
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Now, let us record some basic necessary results from [5]. In a quasilinear space X, the

element θ is minimal, i.e., x = θ if x � θ. An element x′ is called inverse of x ∈ X if x + x′ = θ.

The inverse is unique whenever it exists. An element x possessing inverse is called regular,

otherwise is called singular.

Definition 1 ([6]). Suppose that X is a quasilinear space and Y ⊆ X. Then Y is called a sub-

space of X whenever Y is a quasilinear space with the same partial order on X.

Theorem 1 ([6]). Y is subspace of quasilinear space X if and only if for every x, y ∈ Y and

α, β ∈ K, α · x + β · y ∈ Y.

Proof of this theorem is quite similar to its classical linear algebraic analogue.

Let X be a quasilinear space and Y be a subspace of X. Suppose that each element x in

Y has inverse element x′ ∈ Y then by Lemma 1 the partial order on Y is determined by the

equality. In this case Y is a linear subspace of X. An element x in quasilinear space X is said

to be symmetric if −x = x and Xsym denotes the set of all symmetric elements. Also, Xr stands

for the set of all regular elements of X while Xs stands for the sets of all singular elements and

zero in X. Further, it can be easily shown that Xr , Xsym and Xs are subspaces of X. They are

called regular, symmetric and singular subspaces of X, respectively. Furthermore, it isn’t hard to

prove that summation of a regular element with a singular element is a singular element and

the regular subspace of X is a linear space while the singular one is nonlinear at all.

Example 1. In ΩC(R),

{{0}} ∪ {[a, b] : a, b ∈ R and a < b}

is the singular subspace of ΩC(R). Further {{a} : a ∈ R} is the set of all degenerate intervals

or the set of all singletons of R constitutes the regular subspace Xr . It is a linear subspace of

ΩC(R) and (ΩC(R))r is the copy of R in ΩC(R). In fact, for any normed linear space E, each

singleton {a} , a ∈ E, can be identified with the element a and hence E can be considered as

the (regular) subspace of both ΩC(E) and Ω(E). Further, the regular subspace of both ΩC(E)

and Ω(E) is isometrically isomorphic to E, namely, (ΩC(E))r ≡ E and (Ω(E))r ≡ E.

Let X be a real or complex quasilinear space. The real-valued function on X is called a norm

if the following conditions hold:

‖x‖ > 0 if x 6= 0,

‖x + y‖ ≤ ‖x‖+ ‖y‖ ,

‖αx‖ = |α| ‖x‖ ,

if x � y, then ‖x‖ ≤ ‖y‖ ,

if for any ε > 0 there exists an element xε ∈ X such that

x � y + xε and ‖xε‖ ≤ ε then x � y,

here x, y, xε are arbitrary element in X and α is any scalar.

A quasilinear space X with a norm defined on it, is called normed quasilinear space. It follows

from Lemma 1 that if any x ∈ X has inverse element x′ ∈ X, then the concept of normed

quasilinear space coincides with the concept of real normed linear space. Notice again that x′



TRANSLATION, MODULATION AND DILATION SYSTEMS IN SET-VALUED SIGNAL PROCESSING 147

may not be exist but if x′ exists then x′ = −x. Hausdorff metric or norm metric on X is defined

by the equality

h(x, y) = inf
{

r ≥ 0 : x � y + a
(r)
1 , y � x + a

(r)
2 and

∥

∥

∥
a
(r)
i

∥

∥

∥
≤ r, i = 1, 2

}

.

Since x � y + (x − y) and y � x + (y − x), the quantity h(x, y) is well-defined for any

elements x, y ∈ X, and it is not hard to see that the function h satisfies all the metric axioms.

Also we should note that h(x, y) may not equal to ‖x − y‖ if X is not a linear space; however

h(x, y) ≤ ‖x − y‖ for every x, y ∈ X.

Lemma 2 ([5]). The operations of algebraic sum and multiplication by real or complex numbers

are continuous with respect to the Hausdorff metric. The norm is continuous with respect to

the Hausdorff metric.

Example 2 ([5]). For a normed linear space E, a norm on Ω(E) is defined by

‖A‖Ω = sup
a∈E

‖a‖E .

Hence ΩC(E) and Ω(E) are normed quasilinear spaces. In this case the Hausdorff (norm)

metric is defined as usual:

h(x, y) = inf{r ≥ 0 : x ⊆ y + Sr(θ), y ⊆ x + Sr(θ)},

where Sr(θ) is a closed ball of E and x, y are elements of ΩC(E) or Ω(E). Further, ΩC(E) is a

closed subspace of Ω(E).

Definition 2 ([5]). A normed quasilinear space X is called an Ω-space if there exists an element

BX 6= θ such that

if ‖x‖X ≤ ‖BX‖X , then x � BX.

If X is a real normed linear space, then Ω(X) is an Ω-space.

Now, let us give a useful type of quasilinear spaces called consolidate quasilinear space.

Definition 3 ([6]). Let X be a quasilinear space, M ⊆ X and x ∈ M. The set

FM
x = {z ∈ Mr : z � x}

is called floor in M of x. In the case of M = X it is called only floor of x and written briefly Fx

instead of FX
x .

Floor of an element x in linear spaces is the singleton {x}. Therefore, it is nothing to discuss

the notion of floor of an element in a linear space.

Definition 4 ([6]). A quasilinear space X is called consolidate quasilinear space whenever

sup Fy do exists for every y ∈ X and

y = sup Fy = sup {z ∈ Xr : z � y} .

Otherwise, X is called non-consolidate quasilinear space.
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Especially, we should note that the supremum in this definition is defined according to the

partial order relation “�” on X. Hence, we will use the notion of “sup
”�“

” in place of general

notation ”sup” to emphasize this case.

Example 3 ([6]). For any normed linear space E, Ω (E) and ΩC (E) are consolidate normed

quasilinear space.

Aseev launched a theory in [5] that we see it as the beginning of quasilinear functional

analysis. However, there was a lot of deficiencies in the theory. One of them is the definition of

inner-product. Now we will give the definition of inner-product in a quasilinear space which

coinsides with its linear analogue [6,7]. Later we will present some fundamental properties of

inner-product and Hilbert quasilinear spaces. Firstly, let us introduce a definition.

Definition 5. For two quasilinear spaces (X,≤) and (Y,�) , Y is called compatible contains X

whenever X ⊆ Y and the partial order relation ≤ on X is the restriction of the partial order

relation � on Y. We briefly use the symbol X⊆Y in this case. We write X / Y whenever X⊆Y

and Y⊆X.

Remark 1. X / Y means X and Y are the same sets with the same partial order relations

which make them quasilinear spaces. However, we may write X = Y for X / Y whenever the

relations are clear from context.

Definition 6. Let X be a quasilinear space. Consolidation of X is the smallest consolidate

quasilinear space ̂X which compatible contains X, that is, if there exists another consolidate

quasilinear space Y which compatible contains X then ̂X ⊆ Y.

Clearly, ̂X = X for some consolidate quasilinear space X. We do not know yet whether each

quasilinear space has a consolidation. This notion is unnecessary in consolidate quasilinear

spaces, hence it is redundant in linear spaces. Further, ̂ΩC(Rn)s = ΩC(R
n).

For a quasilinear space X, the set F
̂X

y =
{

z ∈

(

̂X
)

r
: z � y

}

is the floor of y in ̂X.

Now, let us give an extended definition of inner-product given in [7]. We can say that the

inner product in the following definition may be seen a set-valued inner product on quasilinear

spaces.

Definition 7. Let X be a quasilinear space having a consolidation ̂X. A mapping 〈 , 〉 : X ×

X → Ω(K) is called an inner-product on X if for any x, y, z ∈ X and α ∈ K the following

conditions are satisfied :

If x, y ∈ Xr then 〈x, y〉 ∈ ΩC(K)r ≡ K,

〈x + y, z〉 ⊆ 〈x, z〉+ 〈y, z〉 ,

〈αx, y〉 = α 〈x, y〉 and 〈x, αy〉 = α 〈x, y〉 ,

〈x, y〉 = 〈y, x〉 ,

〈x, x〉 ≥ 0 for x ∈ Xr and 〈x, x〉 = 0 ⇔ x = 0,

‖〈x, y〉‖Ω = sup
{

‖〈a, b〉‖Ω : a ∈ F
̂X

x , b ∈ F
̂X

y

}

,

if x � y and u � v then 〈x, u〉 ⊆ 〈y, v〉 ,

if for any ε > 0 there exists an element xε ∈ X such that

x � y + xε and 〈xε, xε〉 ⊆ Sε (θ) then x � y.
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A quasilinear space with an inner product is called an inner product quasilinear space.

Remark 2. For some x ∈ Xr , 〈x, x〉 ≥ 0 means 〈x, x〉 is non-negative, that is, the order ”≥” in

the definition is the usual order on ΩC(K)r ≡ K. It should not be confused with the order ”�”

on X.

Example 4 ([6,7]). Let X be a linear Hilbert space. Then the space Ω(X) is a Hilbert quasilinear

space by the inner product defined by

〈A, B〉Ω = {〈a, b〉X : a ∈ A, b ∈ B}

for A, B ∈ Ω(X). Further, there is no need the closure for the definition of inner product on

Ω(C), since {〈a, b〉
C

: a ∈ A, b ∈ B} is closed subset of C. Namely, the inner product on Ω(C)

is given by

〈A, B〉Ω = {〈a, b〉
C

: a ∈ A, b ∈ B} .

Every inner product quasilinear space X is a normed quasilinear space with the norm de-

fined by

‖x‖ =
√

‖〈x, x〉‖Ω

for every x ∈ X. This norm is called inner product norm. Further xn → x and yn → y in a inner

product quasilinear space then 〈xn, yn〉 → 〈x, y〉.

Lemma 3 ([6]). Let X be a inner product quasilinear space. Then

‖〈x, y〉‖Ω ≤ ‖x‖X ‖y‖X

for x, y ∈ X.

A inner product quasilinear space is called Hilbert quasilinear space if it is complete according

to the inner-product (norm) metric. For example, Ω(C) is a Hilbert quasilinear space.

Definition 8 ([5]). Let X and Y be quasilinear spaces. A mapping T : X → Y is called a

quasilinear operator if it satisfies the following conditions:

T(x1 + x2) � T(x1) + T(x2),

T(αx) = αT(x) for any α ∈ R,

if x1 � x2, then T(x1) � T(x2).

Definition 9. Let X and Y be quasilinear spaces. A mapping T : X → Y is called a linear

operator if it satisfies the following conditions:

T(x1 + x2) = T(x1) + T(x2),

T(αx) = αT(x) for any α ∈ R,

if x1 � x2, then T(x1) � T(x2).

Hence linear operators can be obtained by adding an extra condition to the first condition

of quasilinear operators.
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Remark 3. We will see that quasilinear operators may not conserve quasilinear structure. Due

to this obstacle we introduce the linear operator notion acting on quasilinear spaces. Obvi-

ously, any linear operator between quasilinear spaces is a quasilinear operator, but not con-

versely. If X and Y are linear spaces then the definition of quasilinear operators coincides with

the usual definition of a linear operators.

Definition 10 ([5]). Let X and Y be a normed quasilinear spaces. A quasilinear operator T :

X → Y is said to be bounded if there exists a number k > 0 such that ‖Tx‖ ≤ k ‖x‖ for any

x ∈ X.

2 AUMANN INTEGRAL

We will need the integral of set-valued functions when we deal with the space Lp(R, Ω(C)),

1 ≤ p < ∞. For this purpose we will introduce the integral of a set-valued function and give

some properties of this integral.

Integrals of set-valued functions are given by Robert J. Aumann in 1965. It is as follows [8]:

Let I be the unit interval [0, 1]. For any t in I, let F(t) be a nonempty subset of R
n. Suppose

that L be the set of all point-valued functions f from I to R
n such that f is integrable over I

and f (t) ∈ F(t) for all t in I. Define

∫

I

F(t)dt =







∫

I

f (t)dt : f ∈ L







i.e., the set of all integrals of members of L.

Throughout the section we will use the notations: The triple (Γ,A, µ) is a complete σ-finite

measure space, X is a complete separable metric space and F : Γ  X represents a set-valued

function that assigns to each t ∈ Γ a subset F(t) ⊆ X.

Let us give the main definitions and theorems with respect to the integral of a measurable

set-valued function.

Definition 11 ([9]). A set-valued function F : Γ  X is called with closed, open or compact

valued if F(x) is a closed, open or compact set in X, for each x ∈ Γ, respectively.

Definition 12 ([9]). A set-valued function F : Γ X is called measurable if for any open subset

O ⊂X,

F−1(O) = {x ∈ Γ : F(x) ∩O 6= ∅}

is element of A.

Measurability of set-valued functions is closely associated with the concept of measurabil-

ity of its selections.

Definition 13 ([9]). For a given set-valued function F : Γ X, a measurable function f : Γ → X

satisfying

for all x ∈ Γ, f (x) ∈ F(x)

is called a measurable selection of F.
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Theorem 2 ([9]). Let F : Γ  X be closed valued. Then there exists a measurable selection

of F.

We denote by Lp(Γ, X, µ), 1 ≤ p < ∞ the Banach space of all measurable functions f :

Γ → X such that
∫

Γ

‖ f‖p dµ < ∞. If Γ = K, where K = R or K = C and µ is the Lebesque

measure then we find Lp(Γ, X, µ) = Lp(R). For 1 ≤ p < ∞, Sp(F) is the set of all selections

f ∈ Lp(Γ, X, µ) of a measurable set-valued function F : Γ X [10], i.e.,

Sp(F) = { f : Γ → X :
∫

Γ

‖ f‖p dµ < ∞, and f (x) ∈ F(x) for x ∈ Γ}.

Definition 14 ([4]). A set-valued function F : Γ  X is called integrably bounded if there

exists a nonnegative function f ∈ L1(Γ, R, µ) such that

F(x) ⊂ f (x)B almost everywhere in Γ,

where B is the unit ball of X.

Aumann gave the definition of an integral of a set-valued function in the following way:

Definition 15 ([4]). The integral of F on Γ is the set of integrals of integrable selections of F :

∫

Γ

Fdµ =







∫

Γ

f dµ : f ∈ S1(F)







.

We will say that F is integrable set-valued function in the sense of Aumann if the set {
∫

Γ

f dµ :

f ∈ S1(F)} is not empty. Aumann integral of F will be shown as
(A)
∫

Γ

Fdµ.

Proposition 1 ([9]). If G : Γ  X is Aumann integrable and G(x) ⊆ F(x) almost everywhere

on Γ. Then the set-valued function F is also Aumann integrable and

(A)
∫

Γ

G(x)dx ⊆

(A)
∫

Γ

F(x)dx.

Proposition 2 ([9]). If F, F1, F2 : Γ X are Aumann integrable then F1 + F1 and λF are Aumann

integrable and
(A)
∫

Γ

(F1 + F2)(x)dx =

(A)
∫

Γ

F1(x)dx +

(A)
∫

Γ

F2(x)dx

and
(A)
∫

Γ

(λF)(x)dx = λ

(A)
∫

Γ

F(x)dx.

Proposition 3 ([9]). If F : R →Ω(X) is Aumann integrable and the integral of F is compact

then
∥

∥

∥

∥

∥

∥

(A)
∫

Γ

F(x)dx

∥

∥

∥

∥

∥

∥

Ω

≤

(A)
∫

Γ

‖F(x)‖Ω dx.
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Theorem 3 ([4]). Let F : Γ Rn be a measurable and closed-valued function. If µ is nonatomic

and F is integrably bounded, then the Aumann integral of F is compact.

Now let us present the Dominated Convergence Theorem for the Aumann integrals.

Theorem 4 ([11]). If Fn : Γ → Ω(C) n = 1, 2, ... are measurable closed valued functions,

{‖Fn(.)‖}∞
n=1 is uniformly integrable and Fn(x) → F(x) with respect to the Hausdorff met-

ric then
(A)
∫

Γ

Fn(x)dx →

(A)
∫

Γ

F(x)dx.

3 THE HILBERT QUASILINEAR SPACE L2(R, Ω(C))

In this chapter we will concentrate on the quasilinear structure of the Lp(R, Ω(C)) space,

1 ≤ p < ∞. We will show that Lp(R, Ω(C)) spaces are normed quasilinear space over the

field C and later we construct a set-valued inner-product on L2(R, Ω(C)) by way of Aumann

integral.

For 1 ≤ p < ∞, the space Lp(R, Ω(C)) consists of all set-valued measurable functions

F : R →Ω(C) such that the Lebesque integral

∫

R

‖F(x)‖
p
Ω

dx

is well defined, where the notion of measurability of F is the measurability in Definition 12.

Note that this integral is a classical Lebesque integral.

Among the Lp(R, Ω(C)) spaces, the case p = 2 has a special importance: We will say that

L2(R, Ω(C)) is an inner-product quasilinear space with respect to the inner-product which is

defined via Aumann integral

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx. (2)

Firstly, let us indicate L2(R, Ω(C)) is a consolidate quasilinear space and so it has a consoli-

dation. Therefore, we can define a set-valued inner-product function on this space. After the

definition of inner-product on L2(R, Ω(C)) we will denote the norm on L2(R, Ω(C)) with

‖F‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

1/2

Ω

and we will show that this norm comes from the inner-product given by the equality (2). There-

after, we will show that the inner-product norm on L2(R, Ω(C)) coincides with the expression





∫

R

‖F(x)‖2
Ω dx





1/2

,
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namely, the equality

‖F‖ =





∫

R

‖F(x)‖2
Ω dx





1/2

is also a norm on L2(R, Ω(C)). Further, we will prove that L2(R, Ω(C)) is a Banach quasilinear

space with this norm. Thus, we will say that L2(R, Ω(C)) is a Hilbert quasilinear space.

The operations of algebraic sum, multiplication by a complex scalar and the partial order

relation are defined as follows:

(F1 + F2)(x) = F1(x) + F2(x), (λF)(x) = λF(x)

and

F1 � F2 ⇔ F1(x) ⊆ F1(x) for any x ∈ R.

By a similar way given in [5], it is easy to verify that Lp(R, Ω(C)) is a quasilinear space over

the field C by the above algebraic operations and the relation.

Now let us determine the regular elements of Lp(R, Ω(C)), 1 ≤ p < ∞:

F ∈ (Lp(R, Ω(C)))r ⇔ F − F = θ ⇔ F(x)− F(x) = {0}, for all x ∈ R

⇔ F(x) ∈ Ω(C)r ≡ C, for all x ∈ R.

By Ω(C)r ≡ C we mean there exist an isometric isomorphism (equivalence) between these

normed linear spaces. Recall again that the regular subspace of a quasilinear space is just a

linear space. Hence we can give the following corollaries.

Corollary 1. (Lp(R, Ω(C)))r = Lp(R, Ω(C)r) ≡ Lp(R, C) = Lp(R) for 1 ≤ p < ∞. Further, if

F ∈ Lp((R, Ω(C)))r then there exists only one selection of F and this selection is equal to itself.

Now we will prove that the L2(R, Ω(C)) space is a inner-product quasilinear space.

Theorem 5. The quasilinear space L2(R, Ω(C)) is an inner-product quasilinear space with

respect to the inner-product

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx (3)

for F, G ∈ L2(R, Ω(C)) and using the Aumann integral gives the equality

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx = {

∫

R

〈 f (x), g(x)〉
C

dx : f ∈ S2(F), g ∈ S2(G)}. (4)

Proof. Previously, we shall verify that the equality (3) is well-defined, i.e., that the function

UF,G : R →Ω(C), UF,G(x) = 〈F(x), G(x)〉Ω

is integrable according to Aumann and this integral belongs to Ω(C) (see, Definition 7). If

we consider the Theorem 2 then we can say that UF,G has a measurable selection, since UF,G

is closed valued. Thus, this function is integrable according to Aumann. Now we will show
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that the Aumann integral of UF,G is an element of Ω(C): Firstly, let us show that UF,G is inte-

grably bounded, namely, there exists a nonnegative integrable function f : R → R such that

UF,G(x) ⊆ f (x)B for any x ∈ R, where B = {a ∈ C : |a| ≤ 1}. By the definition of norm on

Ω(C),

‖UF,G(x)‖Ω
= ‖〈F(x), G(x)〉Ω‖ = sup{|〈ax, bx〉C

| : ax ∈ F(x), bx ∈ G(x)}.

Since for each x ∈ R, UF,G(x) is a compact set, there exists the elements a0
x ∈ F(x) and b0

x ∈

G(x) which are dependent on x such that

‖UF,G(x)‖Ω
= ‖〈F(x), G(x)〉Ω‖ =

∣

∣

∣

〈

a0
x, b0

x

〉

C

∣

∣

∣
.

By reason of the fact that each of the elements x corresponds to the element a0
x ∈ F(x) and

b0
x ∈ G(x), we can define the function f : R → R such that

f (x) =
∣

∣

∣

〈

a0
x, b0

x

〉

C

∣

∣

∣
.

Further,
∣

∣

∣

∣

∣

∣

∫

R

f (x)dx

∣

∣

∣

∣

∣

∣

≤

∫

R

| f (x)| dx =
∫

R

∣

∣

∣

〈

a0
x, b0

x

〉

C

∣

∣

∣
dx =

∫

R

‖UF,G(x)‖Ω
dx =

∫

R

‖〈F(x), G(x)〉Ω‖ dx.

By Lemma 3 and Holder inequality we observe that

∫

R

‖〈F(x), G(x)〉Ω‖ dx ≤

∫

R

(‖F(x)‖Ω ‖G(x)‖Ω)dx ≤ (
∫

R

‖F(x)‖2
Ω dx)1/2(

∫

R

‖G(x)‖2
Ω dx)1/2.

The last inequality implies f is integrable since F, G ∈ L2(R, Ω(C)). Furthermore,

‖UF,G(x)‖Ω
=

∣

∣

∣

〈

a0
x, b0

x

〉

C

∣

∣

∣
=

∣

∣

∣

〈

a0
x, b0

x

〉

C

∣

∣

∣
‖B‖ = ‖ f (x)B‖ .

Since Ω(C) is an Ω-space, we have that UF,G(x) ⊆ f (x)B for any x ∈ R and so UF,G is inte-

grably bounded. Consequently, by the Theorem 3 we say that the Aumann integral of UF,G

〈F, G〉 =

(A)
∫

R

UF,G(x)dx =

(A)
∫

R

〈F(x), G(x)〉Ω dx

is a compact set. The next step is to verify the equality (4): If we apply the definition of Aumann

integral to the set-valued function UF,G then we write

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx =

(A)
∫

R

UF,G(x)dx = {

∫

R

h(x)dx : h ∈ S(UF,G)}.

Now let us research the selections of UF,G. By the definition of norm on Ω(C) we write

〈F(x), G(x)〉Ω = {〈z, w〉
C

: z ∈ F(x), w ∈ G(x)} .
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If we remember that h(x) ∈ UF,G(x) for every x ∈ R then for the determined elements z0
x ∈

F(x) and w0
x ∈ G(x) it is written that

h(x) =
〈

z0
x, w0

x

〉

C

,

where z0
x and w0

x are depend on the element x. Let us describe the functions f : R → C and

g : R → C such that f (x) = z0
x and g(x) = w0

x. The functions f and g are well-defined due to

the fact that h is a function. It is obvious that f ∈ S2(F) and g ∈ S2(G) and so f , g ∈ L2(R).

Also we can see that

h(x) = 〈 f (x), g(x)〉
C

for any element x. The equality
∣

∣

∣

∣

∣

∣

∫

R

h(x)dx

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∫

R

〈 f (x), g(x)〉
C

dx

∣

∣

∣

∣

∣

∣

≤

∫

R

∣

∣

〈 f (x), g(x)〉
C

∣

∣ dx =
∫

R

∣

∣

∣
f (x)g(x)

∣

∣

∣
dx

and from the Cauchy-Shwarz inequality give
∫

R

∣

∣

∣
f (x)g(x)

∣

∣

∣
dx ≤ (

∫

R

| f (x)|2 dx)1/2(
∫

R

|g(x)|2 dx)1/2
< ∞

and so h ∈ S(UF,G). Hence,

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx = {

∫

R

〈 f (x), g(x)〉
C

dx : f ∈ S2(F), g ∈ S2(G)}.

Now we shall show that the expression (3) defines an inner product on L2(R, Ω(C)) in the

meaning of the Definition 7.

1. If F, G ∈ L2(R, Ω(C)) then 〈F, G〉 ∈ Ω(C)r ≡ C.

If F, G ∈ L2(R, Ω(C)) then by the Corollary 1

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx =
∫

R

〈F(x), G(x)〉
C

dx =
∫

R

F(x)G(x)dx.

Also if we remember that the equality

〈F, G〉 =
∫

R

F(x)G(x)dx

is complex-valued inner product on L2(R) then we say that 〈F, G〉 ∈ Ω(C)r
∼= C.

2. 〈F + G, H〉 = 〈F, H〉+ 〈G, H〉 :

By the second condition of inner product on Ω(C) and the Proposition 1 we have that

〈F + G, H〉 =

(A)
∫

R

〈F(x) + G(x), H(x)〉Ω dx ⊆

(A)
∫

R

(〈F(x), H(x)〉Ω + 〈G(x), H(x)〉Ω)dx

and from the Proposition 2 we obtain that

〈F + G, H〉 ⊆

(A)
∫

R

〈F(x), H(x)〉Ω dx +

(A)
∫

R

〈G(x), H(x)〉Ω dx = 〈F, H〉+ 〈G, H〉 .
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3. 〈λF, G〉 = λ 〈F, G〉 and 〈F, λG〉 = λ̄ 〈F, G〉 :

By the third condition of inner product on Ω(C) and the Proposition 2 we have that

〈λF, G〉 =

(A)
∫

R

〈(λF)(x), G(x)〉Ω dx =

(A)
∫

λ

R

〈F(x), G(x)〉Ω dx

= λ

(A)
∫

R

〈F(x), G(x)〉Ω dx = λ 〈F, G〉 .

It can be easily shown that 〈F, λG〉 = λ̄ 〈F, G〉 .

4. 〈F, G〉 = 〈G, F〉 :

By the fourth condition of inner product on Ω(C),

〈F, G〉 =

(A)
∫

R

〈F(x), G(x)〉Ω dx =

(A)
∫

R

〈G(x), F(x)〉Ω dx = 〈G, F〉 .

5. 〈F, F〉 ≥ 0 for F ∈ (L2(R, Ω(C)))r and 〈F, F〉 = {0} ⇔ F = θ :

If F ∈ (L2(R, Ω(C)))r then f ∈ L2(R) by the Corollary (1) and so

〈F, F〉 =

(A)
∫

R

〈F(x), F(x)〉Ω dx = {

∫

R

〈F(x), F(x)〉
C

dx}

= {

∫

R

F(x)F(x)dx} = {

∫

R

|F(x)|2 dx}.

Since the inner-product on L2(R) is non-negative we have that
∫

R

|F(x)|2 dx ≥ 0 and so

〈F, F〉 ≥ 0.

Now let us assume that 〈F, F〉 = 0. Then

(A)
∫

R

〈F(x), F(x)〉Ω dx = {

∫

R

〈 f (x), g(x)〉
C

dx : f , g ∈ S2(F)} = {0}.

This implies
∫

R

f (x) f (x)dx =
∫

R

| f (x)|2 dx = 0. Hence, by the Corollary (1) and the norm

on L2(R) we say that f = 0. Since the any selection f of F is equal to 0, we say that F = θ.

6. ‖〈F, G〉‖Ω = sup{‖〈 f , g〉‖Ω : f ∈ FF, g ∈ FG} :

Firstly, it is not hard to see that FF ⊆ S2(F) for F ∈ L2(R, Ω(C)). By this way we say that

sup{‖〈 f , g〉‖Ω : f ∈ FF, g ∈ FG} = sup{

∣

∣

∣

∣

∣

∣

∫

R

〈 f (x), g(x)〉
C

dx

∣

∣

∣

∣

∣

∣

: f ∈ FF, g ∈ FG}

= sup{

∣

∣

∣

∣

∣

∣

∫

R

〈 f (x), g(x)〉
C

dx

∣

∣

∣

∣

∣

∣

: f ∈ S2(F), g ∈ S2(G)} = ‖〈F, G〉‖Ω .
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7. 〈F1, G1〉 ⊆ 〈F2, G2〉 if F1 � F2 and G1 � G2 :

If F1 � F2 and G1 � G2 then F1(x) ⊆ F2(x) and G1(x) ⊆ G2(x) for a.e. x ∈ R. By the

seventh condition of inner product on Ω(C) we say that

〈F1(x), G1(x)〉 ⊆ 〈F2(x), G2(x)〉 .

Therefore, using the Proposition 1 implies the equality

〈F1, G1〉 =

(A)
∫

R

〈F1(x), G1(x)〉 dx ⊆

(A)
∫

R

〈F2(x), G2(x)〉 dx = 〈F2, G2〉 .

8. We show that if for any ε > 0 there exists an element Fε ∈ L2(R, Ω(C)) such that F � G + Fε

and 〈Fε, Fε〉 ⊆ Sε(θ) then F � G :

Suppose that for any ε > 0 there exists an element Fε ∈ L2(R, Ω(C)) such that F � G + Fε

and 〈Fε, Fε〉 ⊆ Sε(θ). Then

‖〈Fε, Fε〉‖Ω ≤ ‖Sε(θ)‖Ω = ε. (5)

Further,

‖〈Fε, Fε〉‖Ω =

∥

∥

∥

∥

∥

∥

(A)
∫

R

〈F(x), F(x)〉Ω dx

∥

∥

∥

∥

∥

∥

Ω

=

∥

∥

∥

∥

∥

∥

{

∫

R

〈 fε(x), gε(x)〉
C

dx : fε, gε ∈ S2(Fε)}

∥

∥

∥

∥

∥

∥

Ω

= sup{

∣

∣

∣

∣

∣

∣

∫

R

〈 fε(x), fε(x)〉
C

dx

∣

∣

∣

∣

∣

∣

: fε ∈ S2(Fε)}

= sup{

∣

∣

∣

∣

∣

∣

∫

R

| fε(x)|2 dx

∣

∣

∣

∣

∣

∣

: fε ∈ S2(Fε)} = ‖Fε‖
2 .

Hence by the inequality (5) we say that ‖Fε‖
2

≤ ε. The last condition of norm on

L2(R, Ω(C)) indicates F � G.

For 1 ≤ p < ∞, the expression

‖F‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|p dx : f ∈ Sp(F)}

∥

∥

∥

∥

∥

∥

1/p

Ω

defines a norm on Lp(R, Ω(C)) and so this space is a normed quasilinear space and this norm

is an inner-product norm obtained from the inner-product (3). Notably,

‖F‖2 = ‖〈F, F〉‖ =

∥

∥

∥

∥

∥

∥

(A)
∫

R

〈F(x), F(x)〉Ω dx

∥

∥

∥

∥

∥

∥

Ω

=

∥

∥

∥

∥

∥

∥

{

∫

R

〈 f (x), g(x)〉
C

dx : f , g ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

= sup{

∣

∣

∣

∣

∣

∣

∫

R

〈 f (x), g(x)〉
C

dx

∣

∣

∣

∣

∣

∣

: f , g ∈ S2(F)} = sup{

∣

∣

∣

∣

∣

∣

∫

R

〈 f (x), f (x)〉
C

dx

∣

∣

∣

∣

∣

∣

: f ∈ S2(F)}

= sup{
∫

R

| f (x)|2 dx : f ∈ S2(F)}.
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Since for bounded subset A ⊂ C we have that sup |A| = sup
∣

∣A
∣

∣ where |A| = {|a| : a ∈ A}

then

‖F‖2 = ‖〈F, F〉‖ = sup{
∫

R

| f (x)|2 dx : f ∈ S2(F)} = sup {

∫

R

| f (x)|2 dx : f ∈ S2(F)}

=

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

and so

‖F‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

1/2

Ω

.

Lemma 4. For p = 2, the inner-product norm is equivalents to (
∫

R

‖F(x)‖2
Ω dx)1/2 i.e., if F ∈

L2(R, Ω(C)) then

‖F‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

1/2

Ω

= (
∫

R

‖F(x)‖2
Ω dx)1/2. (6)

Proof. By the Proposition 3 and the norm of inner-product on Ω(C), we write

‖F‖2 = ‖〈F, F〉‖ =

∥

∥

∥

∥

∥

∥

(A)
∫

R

〈F(x), F(x)〉Ω dx

∥

∥

∥

∥

∥

∥

≤

∫

R

‖〈F(x), F(x)〉Ω‖ dx =
∫

R

‖F(x)‖2
Ω dx (7)

and

‖F‖2 = ‖〈F, F〉‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

. (8)

Using the (7) and (8) we have the inequality

‖F‖2 = ‖〈F, F〉‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

≤

∫

R

‖F(x)‖2
Ω dx. (9)

It is obvious that for any x ∈ R, F(x) is a compact subset of C. Hence, there exists an element

tx
0 in F(x) such that

sup{|t| : t ∈ F(x)} = |tx
0 | .

Let us define the function g : R → C with g(x) = tx
0 . It is not hard to see that g is well-defined.

The function g is an element of S2(F) due to the fact that for x ∈ R, g(x) = tx
0 ∈ F(x) and

∫

R

‖F(x)‖2
Ω dx =

∫

R

(sup{|t| : t ∈ F(x)})2dx =
∫

R

|tx
0 |

2 dx =
∫

R

|g(x)|2 dx. (10)

Since
∫

R

|g(x)|2 dx ≤ sup{
∫

R

| f (x)|2 dx : f ∈ S2(F)}



TRANSLATION, MODULATION AND DILATION SYSTEMS IN SET-VALUED SIGNAL PROCESSING 159

and

sup{
∫

R

| f (x)|2 dx : f ∈ S2(F)} = sup {

∫

R

| f (x)|2 dx : f ∈ S2(F)}

=

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

.

This implies
∫

R

|g(x)|2 dx ≤

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

. (11)

By the (10) and (11) we say that

∫

R

‖F(x)‖2
Ω dx =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

Ω

. (12)

Therefore, from the (9) and (12) we obtain that

‖F‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

1/2

Ω

=





∫

R

‖F(x)‖2
Ω dx





1/2

.

Theorem 6. The quasilinear space L2(R, Ω(C)) is complete with the norm given by (6), i.e.,

L2(R, Ω(C)) is a Banach quasilinear space.

Proof. Let {Fn}
∞
n=1 be a sequence in L2(R, Ω(C)) such that

∞

∑
k=1

‖Fk‖ < ∞. We will show that

the series
∞

∑
k=1

Fk is convergent. For this we need to find a function F in L2(R, Ω(C)) such that

lim
n→∞

hL2(
n

∑
k=1

Fk, F) = 0

where hL2 is the Hausdorff metric on the normed quasilinear space L2(R, Ω(C)). Now we

define the function g : R → R by

g(x) =
∞

∑
k=1

(‖Fk(x)‖Ω)
2.

Applying the Monoton Convergence Theorem and Minkowski inequality prove that

∫

R

g(x)dx =
∫

R

∞

(∑
k=1

(‖Fk(x)‖Ω)
2)dx =

∫

R

lim
n→∞

n

(∑
k=1

(‖Fk(x)‖Ω)
2)dx

= lim
n→∞

∫

R

n

(∑
k=1

(‖Fk(x)‖Ω)
2)dx ≤ lim

n→∞

n

(∑
k=1

(
∫

R

‖Fk(x)‖2
Ω dx)1/2)2

= lim
n→∞

(
n

∑
k=1

‖Fk‖)
2 = (

∞

∑
k=1

‖Fk‖)
2.
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This shows that g is integrable function, since
∞

∑
k=1

‖Fk‖ is convergent. Thus, g(x) is finite for

any x ∈ R and the series
∞

∑
k=1

‖Fk(x)‖Ω is convergent for any x ∈ R. Due to the fact that Ω(C)

is complete, we say that the series
∞

∑
k=1

Fk(x) is convergent. Let us consider that the function

F : R → Ω(C) defined by

F(x) =

{

∞

∑
k=1

Fk(x)

{0}

, g(x) < ∞

, g(x) = ∞
.

From the Proposition 6.1.13 in [12] we say that the set-valued function F is measurable. Since

‖F(x)‖2
Ω =

∥

∥

∥

∥

∥

∞

∑
k=1

Fk(x)

∥

∥

∥

∥

∥

2

Ω

≤

∞

(∑
k=1

‖Fk(x)‖Ω)
2 = g(x)

and
∫

R

g(x)dx < ∞

we have that
∫

R

‖F(x)‖2
Ω dx < ∞. This implies F belongs to L2(R, Ω(C)). Further, for a.e. x ∈ R

0 ≤ lim
n→∞

hΩ(
n

∑
k=1

Fk(x), F(x)) ≤ lim
n→∞

∥

∥

∥

∥

∥

n

∑
k=1

Fk(x)− F(x)

∥

∥

∥

∥

∥

Ω

=

∥

∥

∥

∥

∥

lim
n→∞

n

∑
k=1

Fk(x)− lim
n→∞

F(x)

∥

∥

∥

∥

∥

Ω

=

∥

∥

∥

∥

∥

∞

∑
k=1

Fk(x)− F(x)

∥

∥

∥

∥

∥

Ω

= 0

and so

lim
n→∞

hΩ(
n

∑
k=1

Fk(x), F(x)) = 0. (13)

Now we shall prove that the function series
∞

∑
k=1

Fk converges to F in L2(R, Ω(C)) to complete

the proof. In accordance with this purpose we will show that lim
n→∞

hL2(
n

∑
k=1

Fk, F) = 0. Firstly, if

we use the Hausdorff metric on L2(R, Ω(C)), we say that for any ε > 0 there exist elements

Fi
r ∈ L2(R, Ω(C)), i = 1, 2 such that

n

∑
k=1

Fk � F + F1
r , F �

n

∑
k=1

Fk + F2
r and

∥

∥Fi
r

∥

∥ ≤ r. Hence

n

∑
k=1

Fk(x) ⊆ F(x) + F1
r (x), F(x) ⊆

n

∑
k=1

Fk(x) + F2
r (x) for a.e. x ∈ R. Further, by the Hausdorff

metric on Ω(C) we have that
∥

∥Fi
r(x)

∥

∥ ≤ hΩ(
n

∑
k=1

Fk(x), F(x)) + r for a.e. x ∈ R and i = 1, 2.

Moreover, for any r > 0

hL2(
n

∑
k=1

Fk, F) ≤
∥

∥

∥
Fi

r

∥

∥

∥
= (

∫

R

∥

∥

∥
Fi

r(x)
∥

∥

∥

2

Ω
dx)1/2

≤ (
∫

R

(hΩ(
n

∑
k=1

Fk(x), F(x)) + r)2dx)1/2.

Hence, we have proved the inequality

hL2(
n

∑
k=1

Fk, F) ≤ (
∫

(

R

hΩ(
n

∑
k=1

Fk(x), F(x)))2dx)1/2.
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Consequently,

lim
n→∞

(hL2(
n

∑
k=1

Fk, F))2
≤ lim

n→∞

∫

R

hΩ(
n

∑
k=1

Fk(x), F(x))2dx.

Using the Theorem 4 the above inequality gives

lim
n→∞

(hL2(
n

∑
k=1

Fk, F))2
≤

∫

R

( lim
n→∞

(hΩ(
n

∑
k=1

Fk(x), F(x)))2)dx

and this implies lim
n→∞

hL2(
n

∑
k=1

Fk, F) = 0 by the equality (13). So the proof is complete.

Theorem 7. The quasilinear space L2(R, Ω(C)) is a Hilbert quasilinear space with the inner-

product given by (4).

Proof. We know that L2(R, Ω(C)) is a inner-product quasilinear space with respect to the

inner-product given by (4). By the definition of norm obtained this inner-product we have

that

‖F‖ =

∥

∥

∥

∥

∥

∥

{

∫

R

| f (x)|2 dx : f ∈ S2(F)}

∥

∥

∥

∥

∥

∥

1/2

Ω

.

Using the Lemma 4 and Theorem 6 show that L2(R, Ω(C)) is complete. Thus, L2(R, Ω(C)) is

Hilbert quasilinear space.

4 TRANSLATION, MODULATION AND DILATION OPERATORS ON L2(R, Ω(C))

In this section we introduce some important operators on L2(R, Ω(C)).

Definition 16. (Translation) For a ∈ R and F ∈ L2(R, Ω(C)), the operator Ta is defined by

(TaF)(x) = F(x − a) = {(Ta fn)(x) = fn(x − a) : fn ∈ S1(F), n = 1, 2, ...} (14)

and is called translation by a, where Ta is the translation operator on L2(R).

Note that TaF is defined by the set of translations of countable measurable selections of F.

By using the Castaing’s theorem (see, [13]) we say that there exists a sequence ( fn) of measur-

able selections of F such that

F(x − a) = ∪

n≥1
(Ta fn)(x) = ∪

n≥1
fn(x − a).

This implies that F(x − a) which is the translation by a ∈ R of a set-valued function F ∈

L2(R, Ω(C)) can be written as (14). Hence the translation operator Ta is a natural generaliza-

tion of classical translation operator Ta in this way.

Notation: We will often write TaF(x) instead of (TaF)(x) and similarly for the other opera-

tors.

Translation operator Ta is a bounded linear operator between quasilinear spaces: Actually,

given any F, G ∈ L2(R, Ω(C)) and λ ∈ C we write

Ta(F + G)(x) = (F + G)(x − a) = F(x − a) + G(x − a) = TaF(x) + TaG(x),
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Ta(λF)(x) = (λF)(x − a) = λF(x − a) = λTaF(x).

These show that

Ta(F + G) = TaF + TaG and Ta(λF) = λTaF. (15)

Also, if F � G then F(x) ⊆ G(x) for each x ∈ R. Hence, for any x ∈ R

TaF(x) = F(x − a) ⊆ G(x − a) = TaG(x). (16)

This implies TaF � TaG. By the (15) and (16) we say that Ta is linear in the meaning of Defini-

tion 9. Furthermore, if F ∈ L2(R, Ω(C)), the change of variable z = x − a shows that

∫

R

‖TaF(x)‖2
Ω dx =

∫

R

‖F(x − a)‖2
Ω dx =

∫

R

‖F(z)‖2
Ω dz (17)

and so

‖TaF‖ = ‖F‖ ,

namely, Ta is bounded.

Now we will define the modulation and dilation operators in analogy to the definition of

translation operator.

Definition 17. (Modulation, Dilation) For a set-valued function F ∈ L2(R, Ω(C)) we define

the following operators:

(i) For b ∈ R, the operator Eb is defined by

(EbF)(x) = e2πibxF(x) = {(Eb fn)(x) = e2πibx fn(x) : fn ∈ S1(F), n = 1, 2, ...}

and is called modulation by b, where Eb is the modulation operator on L2(R). This defi-

nition shows that the modulation operator Eb is a natural generalization of classical mod-

ulation operator Eb.

(ii) For c ∈ R, the operator Dc is defined by

(DcF)(x) =
1
√

c
F(

x

c
) = {Dc fn(x) =

1
√

c
fn(

x

c
) : fn ∈ S1(F), n = 1, 2, ...}

and is called dilation by c, where Dc is the dilation operator on L2(R). Thus, we say that

the modulation operator Dc is a natural generalization of classical modulation operator

Dc.

It can be easily shown that Eb and Dc are bounded linear operators as per above.

Definition 18. Let X1 and X2 be Hilbert quasilinear spaces and T : X1 → X2 be a bounded

linear operator. The operator T∗ : X2 → X1 is called the adjoint operator of T such that for any

x ∈ X1 and y ∈ X2,

〈Tx, y〉 = 〈x, T∗y〉 .

Definition 19. Let X be a Hilbert quasilinear space and T : X → X a bounded linear operator.

The operator T is self-adjoint if T = T∗ and is unitary if TT∗ = T∗T = I.
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Proposition 4. The operators Ta, Eb and Dc are unitary operators from space L2(R, Ω(C)) to

L2(R, Ω(C)). Further,

• T
−1

a = T−a = (Ta)∗,

• E
−1
b = E

−b = (Eb)
∗,

• D
−1
c = D1/c = (Dc)∗.

Proof. We give a complete proof for the operator Ta, since the proof is similar to the cases of

Eb and Dc Due to the assumption F ∈ L2(R, Ω(C)) and the equality (17) we say that Ta maps

L2(R, Ω(C)) into L2(R, Ω(C)). Now we will prove that Ta is unitary: The change of variable

z = x − a yields that

〈TaF, G〉 =

(A)
∫

R

〈TaF(x), G(x)〉Ω dx =

(A)
∫

R

〈F(x − a), G(x)〉Ω dx

=

(A)
∫

R

〈F(z), G(z + a)〉Ω dz = 〈F, T−aG〉 .

Hence by the definition of the adjoint operator T ∗

a we prove that T ∗

a = T−a. Moreover, it is not

hard to show that TaT
∗

a = TaT−a = I and T
∗

a Ta = T−aTa = I. The calculations show that Ta is

unitary and T
−1

a = T−a = (Ta)∗.

Operators denoted by composition of some of the translation, modulation and dilation

operators appear in mathematics and engineering. For this purpose, the following Proposition

is useful.

Proposition 5. For any a, b ∈ R and c > 0, the following commutation relations hold:

(i) (TaEbF)(x) = e2πib(x−a)F(x − a) = e−2πba(EbTaF)(x),

(ii) (TaDcF)(x) = 1
√

c
F( x

c −
a
c ) = (DcTa/cF)(x),

(iii) (DcaEbF)(x) = 1
√

c
e2πib/cF( x

c ) = (Eb/cDcF)(x).

REFERENCES

[1] Zoubir A.M., Boashash B. The bootstrap and its application in signal processing. IEEE Signal Processing Maga-

zine 1998, 15 (1), 56–76. doi: 10.1109/79.647043

[2] Adali T., Schreier P.J., Scharf L.L. Complex-valued signal processing: the proper way to deal with impropriety. IEEE

Trans. Signal Process. 2011, 59 (11), 5101–5125. doi: 10.1109/TSP.2011.2162954

[3] Debnath L., Shah F.A. Wavelet transforms and their applications. Birkhäuser, Basel, 2015.
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Левент Х., Їлмаз Й. Системи перенесення, модуляцiї та затримки у множиннозначнiй обробцi

сигналу // Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 143–164.

У цiй статтi дослiджується важливий простiр функцiй, який складається з множиннозна-

чних функцiй, визначених на множинi дiйсних чисел зi значеннями у просторi всiх компа-

ктних опуклих пiдмножин комплексних чисел, для яких p-тий степiнь їхньої норми iнтегров-

ний. Загалом цей простiр позначають Lp(R, Ω(C)) при 1 ≤ p < ∞ i вiн має алгебраїчну
структуру, його називають квазiлiнiйним простором, що є узагальненням класичного лiнiй-

ного простору. Далi вводиться скалярний добуток (множиннозначний скалярний добуток)

на L2(R, Ω(C)) i, на наш погляд, це важливо для управлiння iнтервальнозначними даними
та iнтервальною обробкою сигналiв. Також це можна використати в терiї нечiтких сподi-

вань. Визначення скалярного добутку в L2(R, Ω(C)) базується на поняттi iнтегралу Аумана,

який застосовується для iнтегрування множиннозначних функцiй. Ми показуємо, що простiр
L2(R, Ω(C)) є гiльбертовим квазiлiнiйним простором. Насамкiнець ми означаємо оператори
перенесення, модуляцiї та затримки, якi є трьома основоположними множиннозначними опе-

раторами у гiльбертовому квазiлiнiйному просторi L2(R, Ω(C)).

Ключовi слова i фрази: гiльбертiв квазiлiнiйний простiр, множиннозначна функцiя, iнтеграл
Аумана, перенесення, модуляцiя, затримка.
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MAKHNEI O.V.

MIXED PROBLEM FOR THE SINGULAR PARTIAL DIFFERENTIAL EQUATION OF

PARABOLIC TYPE

The scheme for solving of a mixed problem is proposed for a differential equation

a(x)
∂T

∂τ

=
∂

∂x

(

c(x)
∂T

∂x

)

− g(x) T

with coefficients a(x), g(x) that are the generalized derivatives of functions of bounded variation,

c(x) > 0, c−1(x) is a bounded and measurable function. The boundary and initial conditions have

the form
{

p1T(0, τ) + p2T
[1]
x (0, τ) = ψ1(τ),

q1T(l, τ) + q2T
[1]
x (l, τ) = ψ2(τ),

T(x, 0) = ϕ(x),

where p1 p2 6 0, q1q2 > 0 and by T
[1]
x (x, τ) we denote the quasiderivative c(x) ∂T

∂x . A solution of this

problem we seek by the reduction method in the form of sum of two functions T(x, τ) = u(x, τ) +

v(x, τ). This method allows to reduce solving of proposed problem to solving of two problems: a

quasistationary boundary problem with initial and boundary conditions for the search of the func-

tion u(x, τ) and a mixed problem with zero boundary conditions for some inhomogeneous equation

with an unknown function v(x, τ). The first of these problems is solved through the introduction

of the quasiderivative. Fourier method and expansions in eigenfunctions of some boundary value

problem for the second-order quasidifferential equation
(

c(x)X′(x)
)

′

− g(x)X(x) + ωa(x)X(x) = 0

are used for solving of the second problem. The function v(x, τ) is represented as a series in eigen-

functions of this boundary value problem. The results can be used in the investigation process of

heat transfer in a multilayer plate.

Key words and phrases: mixed problem, quasiderivative, eigenfunctions, Fourier method.
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INTRODUCTION

Boundary problems for differential equations of heat conduction with smooth coefficients

were studied quite comprehensively in the literature (e.g., see [7]). However, during the mod-

eling of heat transfer processes, the boundary problems with piecewise continuous coefficients

or coefficients that have generalized derivatives of discontinuous functions are often appeared.

Such problems have already begun to be studied in the works [2, 5, 6].

The present paper deals with solving of a mixed problem for a partial differential equation

of parabolic type with coefficients that are the generalized derivatives of functions of bounded

variation. A reduction method [7] is used for solving of this problem. This method allows to

УДК 517.95
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reduce solving of this problem to solving of two problems: a quasistationary boundary prob-

lem with initial and boundary conditions and a mixed problem with zero boundary conditions

for some inhomogeneous equation. Fourier method and expansions in eigenfunctions of some

boundary value problem for the second-order quasidifferential equation are used for solving

of the second of these problems. In this paper we consider a more general statement of the

problem than in [2]. Moreover, it is proved the non-negativity of the eigenvalues, which is a

necessary condition for the correctness of the description of the heat transfer process.

Quasidifferential equations are equations that contain terms of the form (p(x)y(m))(n).

These equations cannot be reduced to conventional differential equations by n-fold differenti-

ation if the coefficient p(x) is not sufficiently smooth. The introduction of quasiderivatives is

used for their research [3].

1 FORMULATION OF THE PROBLEM

Consider the next mixed problem for a partial differential equation of parabolic type. It is

necessary to find a solution T(x, τ) of the equation

a(x)
∂T

∂τ

=
∂

∂x

(

c(x)
∂T

∂x

)

− g(x) T (1)

with boundary conditions
{

p1T(0, τ) + p2T
[1]
x (0, τ) = ψ1(τ),

q1T(l, τ) + q2T
[1]
x (l, τ) = ψ2(τ)

(2)

and initial condition

T(x, 0) = ϕ(x), (3)

where a(x) = b′(x), g(x) = h′(x), b(x), h(x) are right continuous nondecreasing real functions

of bounded variation on the interval [0, l], c(x) > 0, c−1(x) is a bounded and measurable

function on the interval [0, l], ϕ(x) is a continuous function on the interval [0, l], ψ1(τ) and

ψ2(τ) are continuously differentiable functions for τ > 0, p1, p2, q1, q2 are real numbers,

p1 p2 6 0, q1q2 > 0. By T
[1]
x (x, τ)

d f
= c(x) ∂T

∂x we denote the quasiderivative. The primes in the

formulas a(x) = b′(x), g(x) = h′(x) stand for the generalized differentiation, and hence the

functions a(x), g(x) are measures, i.e., a zero-order distributions on the space of continuous

compactly supported functions [1].

A solution of problem (1)–(3) seek by the reduction method in the form of sum of two

functions

T(x, τ) = u(x, τ) + v(x, τ). (4)

Any of functions u or v can be chosen by a special way, then another one will be determined

uniquely.

2 QUASISTATIONARY BOUNDARY PROBLEM FOR u(x, τ)

We define u(x, τ) as the solution of the boundary problem

∂

∂x

(

c(x)
∂u

∂x

)

− g(x) u = 0, (5)
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{

p1u(0, τ) + p2u
[1]
x (0, τ) = ψ1(τ),

q1u(l, τ) + q2u
[1]
x (l, τ) = ψ2(τ),

(6)

which is derived from problem (1)–(3), if τ is a parameter. Here the quasiderivative u
[1]
x (x, τ)

d f
=

c(x) ∂u
∂x , then ∂u

∂x = u[1]

c(x)
. With the help of the vector ū = (u, u[1])T equation (5) is reduced to the

system
(

u

u[1]

)

′

=

(

0 1
c(x)

g(x) 0

)(

u

u[1]

)

. (7)

Boundary conditions (6) are also represented in the vector form

P · ū(0, τ) + Q · ū(l, τ) = Γ̄(τ), (8)

where

P =

(

p1 p2

0 0

)

, Q =

(

0 0

q1 q2

)

, Γ̄(τ) =

(

ψ1(τ)

ψ2(τ)

)

, ū =

(

u

u[1]

)

.

Suppose that we know the Cauchy matrix B(x, s) of system (7). It can be constructed, for ex-

ample, when the coefficients c(x) and g(x) are piecewise constant functions [4]. In the general

case, it is necessary to know the fundamental system of solutions of system (7) for construc-

tion the Cauchy matrix [4]. By [4], equation (5) with arbitrary initial conditions u(x0, τ) = u0,

u[1](x0, τ) = u1, x0 ∈ [0, l] has a unique solution in the class of absolutely continuous func-

tions, and the quasiderivative u[1] of this solution has a bounded variation by the variable x on

the interval [0, l].

We have ū(x, τ) = B(x, 0)ū0, where ū0 = ū(0, τ). We shall determine ū0. From bound-

ary conditions (8) we obtain P · ū0 + Q · B(l, 0) · ū0 = Γ̄ whence ū0 = (P + Q · B(l, 0))−1
· Γ̄.

Therefore,

ū(x, τ) = B(x, 0) · (P + Q · B(l, 0))−1
· Γ̄(τ). (9)

3 MIXED PROBLEM FOR v(x, τ)

We substitute u(x, τ) and v(x, τ) into equation (1)

a(x)

(

∂u

∂τ

+
∂v

∂τ

)

=
∂

∂x

(

c(x)

(

∂u

∂x
+

∂v

∂x

))

− g(x)(u + v).

In consequence of (5) we have the equation

a(x)
∂v

∂τ

=
∂

∂x

(

c(x)
∂v

∂x

)

− g(x)v − a(x)
∂u

∂τ

. (10)

According to formula (9) the derivative ∂u
∂τ

is a continuous function of the variable x on [0, l]

and so the last term in equation (10) is correct.

By taking into account formula (4), we define the boundary conditions for v from condi-

tions (2)

p1u(0, τ) + p2u
[1]
x (0, τ) + p1v(0, τ) + p2v

[1]
x (0, τ) = ψ1(τ),

q1u(l, τ) + q2u
[1]
x (l, τ) + q1v(l, τ) + q2v

[1]
x (l, τ) = ψ2(τ).
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By virtue of (6), we obtain
{

p1v(0, τ) + p2v
[1]
x (0, τ) = 0,

q1v(l, τ) + q2v
[1]
x (l, τ) = 0.

(11)

The initial condition is determined similarly

v(x, 0) = ϕ(x)− u(x, 0)
d f
= ϕ̃(x). (12)

4 FOURIER METHOD AND EIGENVALUE PROBLEM

We search for non-trivial solutions of the homogeneous differential equation

a(x)
∂v

∂τ

=
∂

∂x

(

c(x)
∂v

∂x

)

− g(x)v

with boundary conditions (11) in the form

v(x, τ) = e−ωτX(x), (13)

where ω is a parameter, and X(x) is a function. Then

−ωa(x)e−ωτX(x) =
(

c(x)X′(x)
)

′

e−ωτ
− g(x)X(x)e−ωτ ,

whence we get the quasidifferential equation

(

c(x)X′(x)
)

′

− g(x)X(x) + ωa(x)X(x) = 0. (14)

Substituting formula (13) in boundary conditions (11), we obtain

{

p1X(0) + p2X[1](0) = 0,

q1X(l) + q2X[1](l) = 0.
(15)

We denote by ωk the eigenvalues of boundary problem (14), (15). Let Xk(ωk, x) be the

corresponding eigenfunctions, k = 1, 2, . . . , ∞.

By [8], all eigenvalues ωk of boundary problem (14), (15) are real, there are a countable

number of them, and their set has not a finite limit point. The eigenfunctions Xk(ωk, x) that

are corresponded to the different eigenvalues are orthogonal in the sense

∫ l

0
Xm(ωm, x)Xn(ωn, x)db(x) = 0, ωm 6= ωn.

We now prove that all of the eigenvalues ωk of boundary value problem (14), (15) are non-

negative with the coefficients imposed in section 1.

To do this, we multiply both parts of the equation

(

c(x)X′

k(x)
)

′

− g(x)Xk(x) + ωka(x)Xk(x) = 0

by Xk(x)
(

c(x)X′

k(x)
)

′

Xk(x)− g(x)X2
k (x) + ωka(x)X2

k (x) = 0.
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Then, taking into account that X
[1]
k (x) = c(x)X′

k(x), after transformations we obtain

ωka(x)X2
k (x) = −

(

X
[1]
k (x)Xk(x)

)

′

+ X
[1]
k (x)X′

k(x) + g(x)X2
k (x).

By integrating both parts of the obtained ratio in the range from 0 to l, we will have

ωk

∫ l

0
X2

k (x)db(x) = −X
[1]
k (l)Xk(l) + X

[1]
k (0)Xk(0)

+
∫ l

0
c(x)(X′

k(x))2dx +
∫ l

0
X2

k (x)dh(x).

(16)

Since the functions Xk(x) are absolutely continuous as a result of [4], and their quasideriva-

tives X
[1]
k (x) have a bounded variation on the interval [0, l], we see that all of the above trans-

formations have sense.

All integrals in formula (16) are non-negative. If p1 = 0 or p2 = 0, then X
[1]
k (0)Xk(0) = 0.

If p1 p2 < 0, then from the first condition of system (15) we have X
[1]
k (0) = −

p1
p2

Xk(0). Then

X
[1]
k (0)Xk(0) = −

p1
p2

X2
k (0) > 0. Similarly, if q1 = 0 or q2 = 0, then X

[1]
k (l)Xk(l) = 0, otherwise

X
[1]
k (l)Xk(l) = −

q1
q2

X2
k (l) 6 0. Consequently, it follows from formula (16) that all ωk > 0.

5 METHOD OF THE EIGENFUNCTIONS

We seek v(x, τ) in the form of the series

v(x, τ) =
∞

∑
k=1

tk(τ)Xk(ωk, x), (17)

where Xk(ωk, x) are the eigenfunctions of boundary problem (14), (15). We substitute formula

(17) into equation (10)

a(x)
∂

∂τ

(

∞

∑
k=1

tk(τ)Xk

)

=
∂

∂x

(

c(x)
∂

∂x

(

∞

∑
k=1

tk(τ)Xk

))

− g(x)
∞

∑
k=1

tk(τ)Xk − a(x)
∂u

∂τ

,

whence, under the assumption of uniform convergence of series (17) and series derived from

it by differentiation by x or τ, we have

a(x)
∞

∑
k=1

t′k(τ)Xk =
∞

∑
k=1

tk(τ)
(

(

c(x)X′

k

)

′

− g(x)Xk

)

− a(x)
∂u

∂τ

.

As a result of equation (14) there is equality

(

c(x)X′

k

)

′

− g(x)Xk = −ωka(x)Xk ,

then

a(x)
∞

∑
k=1

t′k(τ)Xk = −

∞

∑
k=1

tk(τ)ωka(x)Xk − a(x)
∂u

∂τ

.
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Therefore,
∞

∑
k=1

(

t′k(τ) + ωktk(τ)
)

Xk = −

∂u

∂τ

. (18)

We expand the known function ∂u
∂τ

in a series in the eigenfunctions of boundary problem

(14), (15):
∂u

∂τ

=
∞

∑
k=1

dk(τ)Xk(ωk, x), (19)

where

dk(τ) =
1

‖Xk‖

∫ l

0

∂u

∂τ

Xk(ωk, x)db(x), ‖Xk‖ =
∫ l

0
X2

k (ωk, x)db(x).

By substituting formula (19) into (18), we obtain

t′k(τ) + ωktk(τ) = −dk(τ), k = 1, 2, . . . , ∞. (20)

Since formulas (12) and (17), we have

v(x, 0) =
∞

∑
k=1

tk(0)Xk(ωk, x) ≡ ϕ̃(x).

We expand the function ϕ̃(x) in a series in the eigenfunctions

ϕ̃(x) =
∞

∑
k=1

ϕkXk(ωk, x), ϕk =
1

‖Xk‖

∫ l

0
ϕ̃(x)Xk(ωk, x)db(x).

Consequently,

tk(0) = ϕk, k = 1, 2, . . . , ∞. (21)

Then for all positive integer k we have Cauchy problems (20), (21) for ordinary differential

equations.

General solutions of linear inhomogeneous equations (20) acquire the formulas

tk(τ) =

(

Ck −

∫

τ

0
dk(s)e

ωksds

)

e−ωkτ,

where Ck are arbitrary constants. Therefore, by using initial conditions (21), we find for each

positive integer k the solution of the corresponding Cauchy problem

tk(τ) = ϕke−ωkτ
−

∫

τ

0
dk(s)e

ωk(s−τ)ds.

Then, by virtue of formula (17), we obtain

v(x, τ) =
∞

∑
k=1

(

ϕke−ωkτ
−

∫

τ

0
dk(s)e

ωk(s−τ)ds

)

Xk(ωk, x).

Thus, by using the reduction method, Fourier method and the expansion in a series in

eigenfunctions, we built the solution of the boundary problem for the parabolic type partial

differential equation with distributions. The results can be used in the investigation of the

process of heat transfer in a multilayer plate.
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Запропоновано схему розв’язування мiшаної задачi для диференцiального рiвняння

a(x)
∂T

∂τ

=
∂

∂x

(

c(x)
∂T

∂x

)

− g(x) T

з коефiцiєнтами a(x), g(x), якi є узагальненими похiдними функцiй обмеженої варiацiї, c(x) >

0, c−1(x) — обмежена i вимiрна функцiя. Крайовi i початкова умови мають вигляд

{

p1T(0, τ) + p2T
[1]
x (0, τ) = ψ1(τ),

q1T(l, τ) + q2T
[1]
x (l, τ) = ψ2(τ),

T(x, 0) = ϕ(x),

де p1 p2 6 0, q1q2 > 0, а через T
[1]
x (x, τ) позначено квазiпохiдну c(x) ∂T

∂x . Розв’язок цiєї зада-

чi шукається методом редукцiї у виглядi суми двох функцiй T(x, τ) = u(x, τ) + v(x, τ). Цей

метод дає змогу звести розв’язування поставленої задачi до розв’язування двох задач: кра-

йової квазiстацiонарної задачi з початковими i крайовими умовами для вiдшукання функцiї

u(x, τ) i мiшаної задачi з нульовими крайовими умовами для деякого неоднорiдного рiвня-

ння з невiдомою функцiєю v(x, τ). Перша з цих задач розв’язується з допомогою введення

квазiпохiдної. Для розв’язування другої задачi застосовується метод Фур’є i розвинення за

власними функцiями деякої крайової задачi для квазiдиференцiального рiвняння другого по-

рядку
(

c(x)X′(x)
)

′

− g(x)X(x) + ωa(x)X(x) = 0. Функцiя v(x, τ) подається у виглядi ряду за

власними функцiями цiєї крайової задачi. Отриманi результати можна використовувати для

дослiдження процесу теплопередачi в багатошаровiй плитi.

Ключовi слова i фрази: мiшана задача, квазiпохiдна, власнi функцiї, метод Фур’є.
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INVARIANT IDEMPOTENT MEASURES

The idempotent mathematics is a part of mathematics in which arithmetic operations in the reals

are replaced by idempotent operations. In the idempotent mathematics, the notion of idempotent

measure (Maslov measure) is a counterpart of the notion of probability measure. The idempotent

measures found numerous applications in mathematics and related areas, in particular, the opti-

mization theory, mathematical morphology, and game theory.

In this note we introduce the notion of invariant idempotent measure for an iterated function

system in a complete metric space. This is an idempotent counterpart of the notion of invariant

probability measure defined by Hutchinson. Remark that the notion of invariant idempotent mea-

sure was previously considered by the authors for the class of ultrametric spaces.

One of the main results is the existence and uniqueness theorem for the invariant idempotent

measures in complete metric spaces. Unlikely to the corresponding Hutchinson’s result for invariant

probability measures, our proof does not rely on metrization of the space of idempotent measures.

An analogous result can be also proved for the so-called in-homogeneous idempotent measures

in complete metric spaces.

Also, our considerations can be extended to the case of the max-min measures in complete metric

spaces.

Key words and phrases: idempotent measure (Maslov measure), iterated function system, invari-
ant measure.
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INTRODUCTION

The idempotent mathematics is a part of mathematics in which arithmetic operations on

the reals are replaced by idempotent operations (e.g., max, min; see [9]). According to an infor-

mal correspondence principle, every substantial notion of the (ordinary) mathematics has its

counterpart in the idempotent mathematics. In this way we obtain the notion of idempotent

measure, which is an idempotent analogue of that of probability measure. The idempotent

measures found numerous applications, e.g. in the optimization theory, mathematical mor-

phology, and game theory (see [2, 12–15]).

Different aspects of the theory of idempotent measures are considered in [1, 5, 8, 22]. In

particular, the topology of spaces of the idempotent measures on some compact metric spaces

is investigated in [5]. However, the theory of idempotent measures is considerably less devel-

oped than that of probability measures.

The mathematical foundations of the theory of deterministic fractals were created by Hut-

chinson [16]. In particular, he introduced the notions of invariant (self-similar) set and invari-

ant measure for an iterated function system (IFS) of contractions on a complete metric space.

УДК 515.12
2010 Mathematics Subject Classification: 46E27, 54B30, 28A33.
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The existence of invariant measures is proved in [16] by using the Banach contraction principle

for suitable metrization of the set of probability measures on a metric space. The invariant

measures impose an additional structure on the invariant set for the given IFS.

In [4], the authors considered a modification of the notions of invariant set and invariant

probability measure, namely, the notions of in-homogeneous set and in-homogeneous proba-

bility measure (see also [17,18]). The inhomogeneous sets and measures are used, in particular,

in image compression (see, e.g., [19]).

The aim of this note is to introduce the invariant idempotent measures for given IFS. In

the case of idempotent measure, we use the weak* convergence for proving the existence of

invariant element. This approach seems to be fairly general and we anticipate new results in

this direction (see the concluding remarks).

Note also that the invariant idempotent measures on ultrametric spaces are introduced and

investigated in [11].

1 PRELIMINARIES

As usual, C(X) denotes the Banach space of continuous functions on a compact space X.

We endow C(X) with the sup-norm. For any c ∈ R, by cX we denote the constant function on

X taking the value c.

By Ā we denote the closure of a set A in a topological space.

Let Rmax = R ∪ {−∞}. We use the following operations ⊙, ⊕ of idempotent mathematics

(see e.g., [9]): x ⊙ y = x + y, and x ⊕ y = max{x, y}, x, y ∈ Rmax (convention: (−∞)⊙ x = x ⊙

(−∞) = −∞, (−∞)⊕ x = x ⊕ (−∞) = x). Also we consider the operations ⊙ : R × C(X) →

C(X), λ ⊙ ϕ = λX + ϕ, and ⊕ : C(X)× C(X) → C(X),(ϕ ⊕ ψ) = max{ϕ, ψ}.

Definition 1.1. A functional µ : C(X) → R is called an idempotent measure (a Maslov mea-

sure) if

1. µ(cX) = c,

2. µ(c ⊙ ϕ) = c ⊙ ϕ, and

3. µ(ϕ ⊕ ψ) = µ(ϕ)⊕ µ(ψ)

(see, e.g., [22] and references therein for the history and motivations of the notion of Maslov

measure and Maslov integral).

By I(X) we denote the set of all idempotent measures on X.

Let δx (or δ(x)) denote the Dirac measure concentrated at x ∈ X, i.e., δx(ϕ) = ϕ(x), ϕ ∈

C(X). Clearly, δx ∈ I(X). A more complicated example of an idempotent measure is µ =

⊕
n
i=1αi ⊙ δxi

, where xi ∈ X and αi ∈ Rmax, i = 1, . . . , n, and ⊕
n
i=1αi = 0.

We endow the set I(X) with the weak* topology. In the case of compact metrizable space

X, this topology is completely described by the convergent sequences: (µi)
∞
i=1 converges to µ

if and only if limi→∞ µi(ϕ) = µ(ϕ), for all ϕ ∈ C(X).

Given a map f : X → Y of compact Hausdorff spaces, the map I( f ) : I(X) → I(Y) is

defined by the formula I( f )(µ)(ϕ) = µ(ϕ f ), for every µ ∈ I(X) and ϕ ∈ C(Y). That I( f ) is

continuous and that I is a covariant functor acting in the category Comp of compact Hausdorff

spaces and continuous maps was proved in [22].
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If f : A → X is an embedding of compact Hausdorff spaces, then so is the map

I( f ) : I(A) → I(X). We identify I(A) and the subspace I( f )(I(A)) via this embedding. The

support supp(µ) of an idempotent measure µ ∈ I(X) is the minimal (with respect to inclusion)

closed subset A in X such that µ ∈ I(A). According to [7] one can define the space I(X) also

in non-compact case. If X is a Tychonov space, then let

I(X) = {µ ∈ I(βX) | supp(µ) ⊂ X ⊂ βX},

where βX stands for the Stone-Čech compactification of X.

Recall that a map f : X → Y of a metric space (X, d) into a metric space (Y, ̺) is called a

contraction if there exists c ∈ (0, 1) such that ̺( f (x), f (y)) ≤ cd(x, y), for all x, y ∈ X.

By exp X we denote the hyperspace of a topological space X, i.e., the set of all nonempty

compact subsets of X. If (X, d) is a metric space, then exp X is endowed with the Hausdorff

metric dH,

dH(A, B) = inf{ε > 0 | A ⊂ Oε(B), B ⊂ Oε(A)},

where Or(C) stands for the r-neighborhood of a set C in X.

2 RESULT

Let X be a complete metric space and let f1, . . . , fn be an Iterated Function System (there-

after IFS) on X. We assume that all fi are contractions. Let also α1, . . . , αn ∈ R be such that

⊕
n
i=1αi = 0.

We denote by Ψ0 the identity map of exp X and, for i > 0, define Ψi : exp X → exp X

inductively: Ψi(A) = ∪
n
j=1 fj(Ψi−1(A)).

Let Φ0 : I(X) → I(X) be the identity map. For i > 0, define Φi : I(X) → I(X) inductively:

Φi(µ) = ⊕
n
j=1αj ⊙ I( fj)(Φi−1(µ)). Thus, Φi = Φ1Φ1 · · · Φ1 (i times). It is easy to check that the

maps Φi are well-defined. In this case, we say that µ ∈ I(X) is an invariant idempotent measure

if Φi(µ) = µ for every i = 0, 1, . . . (equivalently, Φ1(µ) = µ).

Now, let τ ∈ I(X) and let α1, . . . , αn, α ∈ R be such that
(

⊕
n
i=1αi

)

⊕ α = 0. Let Φ̂0 = Φ0 and

define Φ̂i : I(X) → I(X) inductively: Φ̂i(µ) = ⊕
n
j=1αj ⊙ I( fj)(Φ̂i−1(µ))⊕ α ⊙ τ. Following the

terminology of [17, 18] we say that µ̂ ∈ I(X) is an inhomogeneous invariant idempotent measure if

µ̂ = Φ̂1(µ̂).

Theorem 1. There exists a unique invariant idempotent measure for the IFS f1, . . . , fn and

α1, . . . , αn ∈ R with ⊕
n
i=1αi = 0. This invariant measure is the limit of the sequence (Φi(µ))

∞
i=1,

for arbitrary µ ∈ I(X).

Proof. Let µ ∈ I(X). We are going to prove that the sequence (Φi(µ)(ϕ))∞
i=1 converges for

arbitrary ϕ ∈ C(X).

We first note that, without loss of generality, one may assume that X is compact. Indeed,

for every i ≥ 0, we see that

supp(Φi(µ)) ⊂ Ψi(supp(µ)) ⊂
∞
⋃

j=0

Ψj(supp(µ))

and the latter set is compact by [16].
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Let ϕ ∈ C(X) and let ε > 0. There exists η > 0 such that, for every A ⊂ X, diam(A) < η

implies diam(ϕ(A)) < ε. There exists N ∈ N such that for every k ≥ N,

diam( fi1 . . . fik
(X)) < η,

for every i1, . . . , ik ∈ {1, . . . , n}. Then

ΦN(µ)(ϕ) =
⊕

i1,...,iN

(αi1 ⊙ · · · ⊙ αiN
)⊙ µ(ϕ fi1 . . . fiN

)

=(αj1 ⊙ · · · ⊙ αjN
)⊙ µ(ϕ fj1 . . . fjN

)

for some j1, . . . , jN. By the choice of N,

ϕ(x)− ε < µ(ϕ fi1 . . . fiN
) < ϕ(x) + ε, (1)

for every x ∈ fj1 . . . fjN
(X). There is j such that αj = 0. Then, for every k ≥ 1,

ΦN+k(µ)(ϕ) ≥ (αj1 ⊙ · · · ⊙ αjN
)⊙ µ(ϕ fj1 . . . fjN

fj . . . fj
︸ ︷︷ ︸

k

).

Then also ϕ(x)− ε < µ(ϕ fj1 . . . fjN
fj . . . fj
︸ ︷︷ ︸

k

) < ϕ(x) + ε, for every x ∈ fj1 . . . fjN
fj . . . fj
︸ ︷︷ ︸

k

(X) ⊂

fj1 . . . fjN
(X). We conclude that ΦN+k(µ)(ϕ) ≥ ΦN(µ)(ϕ)− 2ε and, since the sequence (Φi(µ))

is bounded, we conclude that there exists the limit of this sequence.

Now we are going to prove that the limit does not depend on the choice of µ. Let also

ν ∈ I(X). Again, without loss of generality, one may assume that X is compact. Indeed, one

could let

X =
∞
⋃

j=0

Ψj(supp(µ) ∪ supp(ν)).

Replacing µ by ν in (1) we obtain ΦN+k(µ)(ϕ) ≥ ΦN(ν)(ϕ) − 2ε and therefore

limk→∞ Φk(µ)(ϕ) = limk→∞ ΦN+k(µ) ≥ ΦN(ν)(ϕ)− 2ε. From the latter inequality we obtain

lim
k→∞

Φk(µ)(ϕ) ≥ lim
N→∞

ΦN(ν)(ϕ) − 2ε

and, because of arbitrariness of ε > 0, limk→∞ Φk(µ)(ϕ) ≥ limN→∞ ΦN(ν)(ϕ).

Switching µ and ν we obtain the reverse inequality and therefore the equality.

Finally, the uniqueness of the invariant idempotent measure is an obvious consequence of

the above established fact that the limit limi→∞ Φi(µ) does not depend on the choice of µ.

Example 1. Let X = [0, 1] and let f1, f2 : X → X be given by the formulas: f1(t) = t/3,

f2(t) = (t + 2)/3. The invariant set that corresponds to the IFS f1, f2 is exactly the middle-

third Cantor set.

Let α1 = 0 and α2 = −1. Let µ = δ0. Then, for every n ≥ 1,

µn = 0 ⊙ δ0 ⊕
⊕

1≤i1<···<ik≤n

(−k)⊙ δ

(

k

∑
j=1

2

3ij

)

.

Then the invariant idempotent measure corresponding to { f1, f2; α1, α2} is

lim
n→∞

µn = 0 ⊙ δ0 ⊕
⊕

1≤i1<···<ik

(−k)⊙ δ

(

k

∑
j=1

2

3ij

)

.
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One can similarly prove the following result.

Theorem 2. There exists a unique inhomogeneous invariant idempotent measure for the IFS

f1, . . . , fn and α1, . . . , αn, α ∈ R with
(

⊕
n
i=1αi

)

⊕ α = 0. This inhomogeneous invariant measure

is the limit of the sequence (Φ̂i(µ))
∞
i=1, for arbitrary µ ∈ I(X).

3 MAX-MIN MEASURES

Let R̄ = Rmax ∪ {∞} = R ∪ {−∞, ∞}. In the sequel, ⊗ is used for min.

A functional µ : C(X) → R is called a max-min measure if the following are satisfied:

1. µ(cx) = c;

2. µ(ϕ ⊕ ψ) = µ(ϕ)⊕ µ(ψ);

3. µ(c ⊗ ϕ) = c ⊗ µ(ϕ)

(see, e.g., [6] for details).

By J(X) we denote the set of all max-min measures on a compact Hausdorff space X. The

set J(X) is endowed with the weak*-topology. A base of this topology consists of the sets of

the form

{µ ∈ J(X) | |µ(ϕi)− ν(ϕi)| < ε, i = 1, . . . , n},

where ν ∈ J(X), ϕi ∈ C(X), i = 1, . . . , n, n ∈ N. Every map f : X → Y of compact Hausdorff

spaces induces a map J( f ) : J(X) → J(Y) defined as follows: J( f )(µ)(ϕ) = µ(ϕ f ). It is proved

in [6] that J is a functor acting in the category Comp. Similarly as above, one can consider the

spaces J(X) for Tychonov (in particular, metrizable) spaces X.

Let X be a complete metric space and let f1, . . . , fn be an IFS on X. We assume that all fi are

contractions. Let also α1, . . . , αn ∈ R̄ be such that ⊕n
i=1αi = ∞.

Let Φ′

0 : J(X) → J(X) be the identity map. For i > 0, define Φ′

i : J(X) → J(X) inductively:

Φ′

i(µ) = ⊕
n
j=1αj ⊗ J( fj)(Φi−1(µ)). We say that µ ∈ J(X) is an invariant max-min measure if

Φ′

i(µ) = µ for every i = 0, 1, . . . (equivalently, Φ′

1(µ) = µ).

The following can be proved similarly as Theorem 1.

Theorem 3. There exists a unique invariant max-min measure for the IFS f1, . . . , fn and

α1, . . . , αn ∈ R̄ with ⊕
n
i=1αi = ∞. This invariant measure is the limit of the sequence (Φ′

i(µ))
∞
i=1,

for arbitrary µ ∈ J(X).

The notion of inhomogeneous invariant max-plus measure can be defined similarly to that

of inhomogeneous invariant idempotent measure. One can also formulate (and prove) a coun-

terpart of Theorem 3 for the inhomogeneous invariant max-plus measures.

4 REMARKS AND OPEN QUESTIONS

Our construction is in a sense parallel to that of the invariant probability measure from [16].

The latter implicitly exploits the structure of monad for the probability measure functor P

(more specifically, the so-called multiplication map P2
→ P) and, in our case, the definition of

Φ is based on the monad structure for the functor I (see [22]).



INVARIANT IDEMPOTENT MEASURES 177

The proof of existence of the invariant probability measure implicitly uses the existence

of a ‘nice’ functorial metrization of the spaces of probability measures of metric spaces.

In particular, this metrization satisfies the property that the mentioned multiplication map

P2(X) → P(X) is nonexpanding and it is well-known that the Kantorovich metrization is as

required [16,21]. Note that a metrization of the spaces I(X) is constructed in [5]. However, it is

not known whether the multiplication map I2(X) → I(X) is non-expanding, for a metric space

X. Taras Banakh informed the authors that one can construct a metrization of the spaces I(X)

which allows for applying Banach’s contraction principle. As far as we know, his result is not

published. Remark that the existence of invariant objects for IFSs in some general assumptions

was considered in [3].

Some other generalizations can be made for the so called Lawson monads in the category

Comp introduced by T. Radul [20].

Note that in [10] the first-named author considered the invariant inclusion hyperspaces for

IFSs in complete metric spaces.
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Мазуренко Н., Зарiчний М. Iнварiантнi iдемпотентнi мiри // Карпатськi матем. публ. — 2018.

— Т.10, №1. — C. 172–178.

Iдемпотентна математика є частиною математики, в якiй арифметичнi операцiї на мно-

жинi дiйсних чисел замiнюються iдемпотентними операцiями. У iдемпотентнiй математицi

поняття iдемпотентної мiри (мiри Маслова) є вiдповiдником поняття ймовiрнiсної мiри. Iдем-

потентнi мiри знайшли численнi застосування в математицi та сумiжних областях, зокрема, в

теорiї оптимiзацiї, математичнiй морфологiї та теорiї iгор.

У цiй замiтцi ми запроваджуємо поняття iнварiантної iдемпотентної мiри для iтерованої

системи функцiй у повному метричному просторi. Це iдемпотентний аналог поняття iнварi-

антної iмовiрнiсної мiри, означеної Гатчiнсоном. Зауважимо, що поняття iнварiантної iдемпо-

тентної мiри ранiше розглядалося авторами для класу ультраметричних просторiв.

Одним з основних результатiв є теорема iснування та єдиностi для iнварiантних iдемпотен-

тних мiр у повних метричних просторах. На вiдмiну вiд вiдповiдного результату Гатчiнсона

для iнварiантних iмовiрнiсних мiр, наше доведення не опирається на метризацiю простору

iдемпотентних мiр.

Аналогiчний результат можна також довести для так званих неоднорiдних iдемпотентних

мiр у повних метричних просторах.

Також нашi мiркування можна поширити на випадок max-min мiр у повних метричних

просторах.

Ключовi слова i фрази: iдемпотентна мiра (мiра Маслова), система iтерованих вiдображень,

iнварiантна мiра.
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ON THE STRUCTURE OF LEAST COMMON MULTIPLE MATRICES FROM SOME

CLASS OF MATRICES

For non-singular matrices with some restrictions, we establish the relationships between Smith

normal forms and transforming matrices (a invertible matrices that transform the matrix to its Smith

normal form) of two matrices with corresponding matrices of their least common right multiple

over a commutative principal ideal domains. Thus, for such a class of matrices, given answer to the

well-known task of M. Newman. Moreover, for such matrices, received a new method for finding

their least common right multiple which is based on the search for its Smith normal form and

transforming matrices.

Key words and phrases: Smith normal form, transforming matrices, least common multiple ma-
trices, commutative principal ideal domain .
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INTRODUCTION

Among the different problems and methods of their solutions that are considered in the

commutative ring theory the special role is played by those that are similar to integer arith-

metic ones, and they are the essential part of rings arithmetics. One of the mentioned prob-

lems, that are connected to the elementary divisibility theory, is how one can find the great-

est common divisor and the least common multiple of given matrices over some ring and

when such objects exist. The research in the area of such problems has started at the be-

ginning of 20th century. Due in essence to E. Cahen and A. Chatelet, C. MacDuffee [4] has

proposed elegant method of finding the greatest common divisor and the least common mul-

tiple of matrices using their Hermite forms. M. Newman and R. Thompson [10] studied the

question: how to find the invariant multipliers of greatest common divisor and least common

multiple of matrices over commutative principal ideal domains. The similar researches over

the Euclidean domains became rather active in the recent years, as can be seen in the works

of V. Nanda [5] , C. Yang, B. Li [1], S. Damkaew, S. Prugsapitak [2], N. Erawaty, M. Bahri,

L. Haraynto, A. Amir [3] et al. In the current research author propose a method how to find

least common multiple of matrices over commutative principal ideal domains, based on the

properties of their Smith normal forms and the invertible matrices that transform these matri-

ces to their Smith normal forms.

Let R be a commutative principal ideal domain with 1 6= 0, Mn(R) be a ring n × n matrices

over R. Consider a nonsingular matrix A ∈ Mn(R). Since R is a principal ideal domain there

are invertible matrices PA, QA, such that

PAAQA = E = diag(1, ε, . . . , ε).

УДК 512.64
2010 Mathematics Subject Classification: 15A21.
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The matrix E above is called the Smith normal form or (canonical diagonal form) of matrix

A, and matrices PA and QA are left and right transforming matrices of A respectively.

By PA we denote the set of all left transforming matrices of matrix A. According to the

results [8, 11] we know that PA = GEPA , where

GE = {H ∈ GLn(R) | ∃H1 ∈ GLn(R) : HE = EH1}.

Note that it is a multiplicative group.

Suppose that the greatest common divisor of minor of size n − 1 of matrix B equals 1. Then

B ∼ ∆ = diag(1, . . . , 1, δ).

In the following we will use the set of matrices

L(E, ∆) = {L ∈ GLn(R) | ∃L1 ∈ Mn(R) : LE = ∆L1},

which is called a generating set (introdused by V. Shchedryk [8]).

If A = BC, then we will say that B is a left divisor of matrix A and A is a right multiple of

B.

Moreover, if M = AA1 = BB1 then the matrix M is called a common right multiple of

matrices A and B. If in addition the matrix M above is a left divisor of any other common right

multiple of matrices A and B then we say that M is a least common right multiple of A and

B. ( [A, B]r in notation).

By the symbols (a, b) and [a, b] we denote the greatest common divisor and the least com-

mon multiple of the elements a and b respectively, and the notation a|b means that the element

a divides the element b.

1 MAIN RESULTS

Lemma 1. Let PBP−1
A = S =

∥

∥sij

∥

∥

n

1
. Then the element ((ε, δ), sn1) is an invariant with respect

to transforming matrices PB and PA.

Proof. Let FA ∈ PA and FB ∈ PB be some other left transforming matrices of A and B. Then

exist matrices HA ∈ GE and HB ∈ G∆ such that FA = HAPA, FB = HBPB. Consider the

following product of the matrices:

FBF−1
A = HBPB(HAPA)

−1 = HBPBP−1
A H−1

A = HBSH−1
A ,

where S = PBP−1
A . Let’s denote HBS =

∥

∥kij

∥

∥

n

1
. In view of Corollary 6 [8] HB is of the form

HB =

∥

∥

∥

∥

∥

∥

∥

∥

∥

h11 . . . h1.n−1 h1n

. . . . . . . . . . . .

hn−1.1 . . . hn−1.n−1 hn−1.n

δhn1 . . . δhn.n−1 hnn

∥

∥

∥

∥

∥

∥

∥

∥

∥

.

Hence,

kn1 =
∥

∥

δhn1 . . . δhn.n−1 hnn

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

s11
...

sn−1.1

sn1

∥

∥

∥

∥

∥

∥

∥

∥

∥

= δ(hn1s11 + · · ·+ hn.n−1sn−1.1) + hnnsn1 = δl + hnnsn1.
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Consider the following greatest common divisor:

((ε, δ), kn1) = ((ε, δ), δl + hnnsn1) = ((ε, δ), hnnsn1).

The invertibility of HB implies that (δ, hnn) = 1 . Therefore, ((ε, δ), hnn) = 1 and

((ε, δ), kn1) = ((ε, δ), sn1).

Let’s denote SH−1
A =

∥

∥tij

∥

∥

n

1
. Since H−1

A ∈ GE then according to Corollary 6 of [8] the matrix

H−1
A has the form

H−1
A =

∥

∥

∥

∥

∥

∥

∥

∥

∥

v11 v12 . . . v1n

εv21 v22 . . . v2n

. . . . . . . . . . . .

εvn1 vn2 . . . vnn

∥

∥

∥

∥

∥

∥

∥

∥

∥

.

Hence,

tn1 =
∥

∥ sn1 sn2 . . . snn

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

v11

εv21
...

εvn1

∥

∥

∥

∥

∥

∥

∥

∥

∥

= sn1v11 + ε(sn2v21 + . . . + snnvn1).

Consider

((ε, δ), tn1) = ((ε, δ), sn1v11 + ε(sn2v21 + . . . + snnvn1)) = ((ε, δ), sn1v11).

Since (ε, v11) = 1, then ((ε, δ), sn1v11) = ((ε, δ), sn1). Hence

((ε, δ), tn1) = ((ε, δ), sn1).

Applying the associativity of Mn(R) completes the proof.

Lemma 2. Let S = ‖sij‖
n
1 ∈ GLn(R), Ω = diag(ω1 , ω2, . . . , ωn), where ωi | ωi+1,

i = 1, 2, . . . , n − 1, and E | Ω, ∆ | Ω. In order to SLA = LB, where LA ∈ L(Ω, E), LB ∈ L(Ω, ∆)

it is necessary and sufficient that (a, b) | sn1, where a = ε

(ε,ω1)
, b = δ

(δ,ω1)
.

Proof. Necessity. Since E | Ω then according to Corollary 5 of [8] matrices LA and LB are of

forms:

LA =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

p11 p12 . . . p1n
ε

(ε,ω1)
p21 p22 . . . p2n

...
... . . .

...
ε

(ε,ω1)
pn1 pn2 . . . pnn

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

, LB =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

q11 . . . q1.n−1 q1n

q21 . . . q2.n−1 q2n
...

... . . .
...

δ

(δ,ω1)
qn1 . . . δ

(δ,ωn−1)
qn−1.n−1 qnn

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

,

respectively. Using the Property 4.8 [9], in this case, the set L(Ω, E) is a group. Then S =

LBL−1
A , where L−1

A ∈ L(Ω, E). It follows that

(
ε

(ε, ω1)
,

δ

(δ, ω1)
) | sn1.

If we denote a = ε

(ε,ω1)
, b = δ

(δ,ω1)
then we will get that (a, b) | sn1.
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Sufficiency. Let sn1 = (a, b)t. By Theorem 2.13 [9] there exist some matrices H1 ∈ G∆ and

U ∈ GE such that

H1SU =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

1 0 . . . 0 0

k21 1 . . . 0 0
... . . .

. . .
...

...

kn−1.1 kn−1.2 . . . 1 0

(a, b)kn1 kn2 . . . kn.n−1 1

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

=

∥

∥

∥

∥

K11 0

K21 1

∥

∥

∥

∥

.

Obviously, K11 is invertible. Hence there exists some matrix H2 =

∥

∥

∥

∥

K−1
11 0

0 1

∥

∥

∥

∥

∈ G∆ such that

H2H1SU =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

1 0 . . . 0 0

0 1 . . . 0 0
... . . .

. . .
...

...

0 0 . . . 1 0

(a, b)kn1 kn2 . . . kn.n−1 1

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

= K.

Since H1, H2 ∈ G∆ then H3 = H2H1 ∈ G∆. Therefore K = H3SU. Moreover, one can find

v1, v2 ∈ R such that

(a, b)kn1 = (av1 + bv2)kn1 = av1kn1 + bv2kn1.

If we consider the matrices

H4 =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

1 0 . . . 0 0

0 1 . . . 0 0

. . . . . . . . . . . . . . .

0 0 . . . 1 0

bv2kn1 0 . . . 0 1

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∈ L(Ω, ∆)

and

V =

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

1 0 . . . 0 0

0 1 . . . 0 0

. . . . . . . . . . . . . . .

0 0 . . . 1 0

−av1kn1 −kn2 . . . −kn.n−1 1

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∥

∈ L(Ω, E).

we obtain that H3SUV = H4. Then SUV = H−1
3 H4. Using Properties 2 and 3 [8] we will have

H−1
3 H4 = LB ∈ L(Ω, ∆), UV = LA ∈ L(Ω, E), and so SLA = LB which had to be proved.

Theorem 1. Let R be a commutative principal ideal domain and let

A ∼ diag(1, ε, . . . , ε), B ∼ diag(1, . . . , 1, δ),

PBP−1
A = ‖sij‖

n
1 , PB ∈ PB, PA ∈ PA. Then

[A, B]r = (LAPA)
−1Ω = (LBPB)

−1Ω,

where

Ω = diag(
(ε, δ)

((ε, δ), sn1)
, ε, . . . , ε, [ε, δ]),

LA , LB belong to sets L(Ω, E), L(Ω, ∆) respectively and satisfy the equality:

(PBP−1
A )LA = LB.
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Proof. Remark that according to Lemma (1), the element ((ε, δ), sn1), and hence the matrix Ω,

does not depend on the choice of transforming matrices PA and PB.

By Theorem 2 [6] the Smith normal form of the greatest common left divisor of the matrices

A and B is of the form

(A, B)l ∼ diag(1, . . . , 1, (ε, δ, sn1)).

According to Corollary 1.5 [9] we obtain

±detAdetB = det(A, B)ldet[A, B]r ,

i.e.

det[A, B]r = ±

detAdetB

det(A, B)l
= ±

ε
n−1

δ

(ε, δ, sn1)
= ω1ω2 . . . ωn−1ωn.

It follows from [10] that ωn = [ε, δ] and ωi | ε, i = 2, . . . , n − 1. Since E | Ω then ε | ωi, for

i = 2, . . . , n − 1, that is ωi = ε, i = 2, . . . , n − 1. Hence,

ω1 = ±

ε
n−1

δ(ε, δ)

ε
n−2

εδ(ε, δ, sn1)
= ±

(ε, δ)

(ε, δ, sn1)
.

Taking into account that the invariant factors of matrix are chosen precisely to the divisors of

unit, we obtain that the Smith normal form of the least common right multiple of matrices A

and B has the form:

Ω = diag(
(ε, δ)

((ε, δ), sn1)
, ε, . . . , ε, [ε, δ]).

By Lemma 1 [7] we will have

(
ε

(ε, ω1)
,

δ

(δ, ω1)
) = (

(ε, δ)

((ε, δ), ω1)
) = µ.

Since ω1 = (ε,δ)
(ε,δ,sn1)

, then

µ =
(ε, δ)

((ε, δ), (ε,δ)
((ε,δ),sn1)

)
=

(ε, δ)((ε, δ), sn1)

((ε, δ)((ε, δ), sn1), (ε, δ))
= ((ε, δ), sn1).

This means that µ | sn1. According to Lemma (2) there exist matrices LA ∈ L(Ω, E), LB ∈

L(Ω, ∆) such that PBP−1
A LA = LB, so

P−1
A LAΩ = P−1

B LBΩ = M.

Since E | Ω and ∆ | Ω, then using Theorem 1 [8] the matrix M is the common right multiple of

A and B.

Let N be least common right multiple of matrices A and B. From the above, it follows

that N ∼ Ω. Hence N = P−1
N ΩQ−1

N . Then M = P−1
A LAΩ = P−1

M Ω is a right multiple of N :

M = NN1. According to Theorem 1 [8] this is equivalent to the fact that PN = LPM, where

L ∈ L(Ω, Ω). Using Property 4.6 [9] we get the equality L(Ω, Ω) = GΩ. Then by Corollary

2 [8] the matrices M and N are right associated. Thus, M is the least common right multiples

of matrices A and B. The theorem is proved.



184 ROMANIV A.M.

REFERENCES

[1] Yang Ch., Li B. Right greatest common divisor of matrices over an Euclidean ring. J. Shandong Univ. Nat. Sci.

2002, 4, 292–294.

[2] Damkaew S., Prugsapitak S. Complete residue systems in the ring of matrices over Euclidean domains and a greatest

common divisor of matrices. Int. J. Pure Appl. Math. 2013, 87 (3), 421–430. doi: 10.12732/ijpam.v87i3.6

[3] Erawaty N., Bahri M., Haraynto L., Amir A. Greatest common divisors of Euclidean domain matrices. Far East J.

Math. Sci. 2017, 101 (4), 855–872. doi: 10.17654/MS101040855

[4] MacDuffee C.C. Matrices with elements in a principal ideal ring. Bull. Amer. Math. Soc. (N.S.) 1933, 39 (8),

564–584.

[5] Nanda V.C. On the gcd and lcm of matrices over Dedekind domains. In: Agarwal A.K., Berndt B.C., (Eds.)

Number theory and discrete mathematics. Trends in Mathematics. Birkhäuser, Basel, 2002, 201–211. doi:
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Романiв А.M. Структура найменшого спiльного кратного матриць певного класу // Карпатськi

матем. публ. — 2018. — Т.10, №1. — C. 179–184.

Для неособливих матриць, при певних обмеженнях, встановлено взаємозв’язки мiж фор-

мами Смiта та перетворювальними матрицями (оборотними матрицями, що зводять матрицю

до її форми Смiта) двох матриць з вiдповiдними матрицями їх найменшого спiльного правого

кратного над комутативними областями головних iдеалiв. Тим самим, для такого класу ма-

триць, дано вiдповiдь на вiдому задачу М. Ньюмена. Бiльше того, для таких матриць, вказано

новий метод знаходження їх найменшого спiльного правого кратного, яких ґрунтується на

пошуку його форми Смiта та перетворювальних матриць.

Ключовi слова i фрази: форма Смiта, перетворювальнi матрицi, найменше спiльне кратне

матриць, комутативна область головних iдеалiв.
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SIGNLESS LAPLACIAN DETERMINATIONS OF SOME GRAPHS WITH

INDEPENDENT EDGES

Let G be a simple undirected graph. Then the signless Laplacian matrix of G is defined as
DG + AG in which DG and AG denote the degree matrix and the adjacency matrix of G, respectively.
The graph G is said to be determined by its signless Laplacian spectrum (DQS, for short), if any
graph having the same signless Laplacian spectrum as G is isomorphic to G. We show that G ⊔ rK2

is determined by its signless Laplacian spectra under certain conditions, where r and K2 denote a
natural number and the complete graph on two vertices, respectively. Applying these results, some
DQS graphs with independent edges are obtained.
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INTRODUCTION

All graphs considered here are simple and undirected. All notions on graphs that are not
defined here can be found in [13, 16]. Let G be a simple graph with the vertex set V = V(G) =

{v1, . . . , vn} and the edge set E = E(G). Denote by di the degree of the vertex vi. The adjacency

matrix AG of G is a square matrix of order n, whose (i, j)-entry is 1 if vi and vj are adjacent
in G and 0 otherwise. The degree matrix DG of G is a diagonal matrix of order n defined as
DG = diag(d1, . . . , dn). The matrices LG = DG − AG and QG = DG + AG are called the
Laplacian matrix and the signless Laplacian matrix of G, respectively. The multiset of eigenvalues
of QG (resp. LG, AG) is called the Q-spectrum (resp. L-spectrum, A-spectrum) of G. For any
bipartite graph, its Q-spectrum coincides with its L-spectrum. Two graphs are Q-cospectral
(resp. L-cospectral, A-cospectral) if they have the same Q-spectrum (resp. L-spectrum, A-
spectrum). A graph G is said to be DQS (resp. DLS, DAS) if there is no other non-isomorphic
graph Q-cospectral (resp. L-cospectral, A-cospectral) with G. Let us denote the Q-spectrum
of G by SpecQ(G) = {[q1]

m1 , [q2]
m2 , . . . , [qn]mn}, where mi denotes the multiplicity of qi and

q1 ≥ q2 ≥ . . . ≥ qn.

УДК 519.17
2010 Mathematics Subject Classification: 05C50.
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The join of two graphs G and H is a graph formed from disjoint copies of G and H by
connecting each vertex of G to each vertex of H. We denote the join of two graphs G and H by
G∇H. The complement of a graph G is denoted by G. For two disjoint graphs G and H, let
G ⊔ H denotes the disjoint union of G and H, and rG denotes the disjoint union of r copies of
G, i.e., rG = G ⊔ . . . ⊔ G

︸ ︷︷ ︸

r−times

.

Let G be a connected graph with n vertices and m edges. Then G is called unicyclic (resp.
bicyclic) if m = n (resp. m = n + 1). If G is a unicyclic graph containing an odd (resp. even)
cycle, then G is called odd unicyclic (resp. even unicyclic).

Let Cn, Pn, Kn be the cycle, the path and the complete graph of order n, respectively. Ks,t

the complete bipartite graph with s vertices in one part and t in the other.
Let us remind that the coalescence [21] of two graphs G1 with distinguished vertex v1 and G2

with distinguished vertex v2, is formed by identifying vertices v1 and v2 that is, the vertices v1

and v2 are replaced by a single vertex v adjacent to the same vertices in G1 as v1 and the same
vertices in G2 as v2. If it is not necessary v1 or v2 may not be specified.

The friendship graph Fn is a graph with 2n + 1 vertices and 3n edges obtained by the coales-
cence of n copies of C3 with a common vertex as the distinguished vertex; in fact, Fn is nothing
but K1∇nK2.

The lollipop graph, denoted by Hn,p, is the coalescence of a cycle Cp with arbitrary distin-
guished vertex and a path Pn−p with a pendent vertex as the distinguished vertex; for example
H11,6 is depicted in Figure 1 (b). We denote by T(a, b, c) the T-shape tree obtained by identifying
the end vertices of three paths Pa+2, Pb+2 and Pc+2. In fact, T(a, b, c) is a tree with one and only
one vertex v of degree 3 such that T(a, b, c)− {v} = Pa+1 ⊔ Pb+1 ⊔ Pc+1; for example T(0, 1, 1)
is depicted in Figure 1 (a).
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Figure 1: (a) The T-shape tree T(0, 1, 1) (b) The lollipop graph H11,6

A kite graph Kin,w is a graph obtained from a clique Kw and a path Pn−w is the coalescence
of Kw with an arbitrary distinguished vertex and a path Pn−w+1 with a pendent vertex as the
distinguished vertex. A tree is called starlike if it has exactly one vertex of degree greater than
two. We denote by Ur,n−r the graph obtained by attaching n − r pendent vertices to a vertex of
Cr. In fact, Ur,n−r is the coalescence of K1,n−r−1 and Pn−w+1 where distinguished vertices are
the vertex of degree n − r and a pendent vertex, respectively. A graph is a cactus, or a treelike

graph, if any pair of its cycles has at most one common vertex [35]. If all cycles of the cactus
G have exactly one common vertex, then G is called a bundle [12]. Let S(n, c) be the bundle
with n vertices and c cycles of length 3 depicted in Figure 2, where n ≥ 2c + 1 and c ≥ 0.
By the definition, it follows that S(n, c) = K1∇(cK2 ⊔ (n − 2c − 1)K1). In fact S(n, c) is the
coalescence of Fc and K1,n−2c−1 where the distinguished vertices are the vertex of the degree
2c and the vertex of the degree n − 2c − 1, respectively.
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Figure 2: The bundle S(n, c)

Let G be a graph with n vertices, H be a graph with m vertices. The corona of G and H,
denoted by G ◦ H, is the graph with n + mn vertices obtained from G and n copies of H by
joining the i-th vertex of G to each vertex in the i-th copy of H (i ∈ {1, . . . , n}); for example
C4 ◦ 2K1 is depicted in Figure 3.

Figure 3: C4 ◦ 2K1

A complete split graph CS(n, α), is a graph on n vertices consisting of a clique on n− α vertices
and an independent set on the remaining α (1 ≤ α ≤ n− 1) vertices in which each vertex of the
clique is adjacent to each vertex of the independent set. The dumbbell graph, denoted by Dp,k,q, is
a bicyclic graph obtained from two cycles Cp, Cq and a path Pk+2 by identifying each pendant
vertex of Pk+2 with a vertex of a cycle, respectively. The theta graph, denoted by Θr,s,t, is the
graph formed by joining two given vertices via three disjoint paths Pr, Ps and Pt, respectively,
see Figure 4.

Figure 4: The graphs Dp,k,q and Θr,s,t

The problem ”which graphs are determined by their spectrum?” was posed by Günthard
and Primas [24] more than 60 years ago in the context of Hückel’s theory in chemistry. In
the most recent years mathematicians have devoted their attention to this problem and many
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papers focusing on this topic are now appearing. In [36] van Dam and Haemers conjectured
that almost all graphs are determined by their spectra. Nevertheless, the set of graphs that are
known to be determined by their spectra is too small. So, discovering infinite classes of graphs
that are determined by their spectra can be an interesting problem. Cvetković, Rowlinson and
Simić in [17–20] discussed the development of a spectral theory of graphs based on the signless
Laplacian matrix, and gave several reasons why it is superior to other graph matrices such as
the adjacency and the Laplacian matrix. It is interesting to construct new DQS (DLS) graphs
from known DQS (DLS) graphs. Up to now, only some graphs with special structures are
shown to be determined by their spectra (DS, for short) (see [1–11, 15, 17, 19, 22, 23, 25–34, 38–41]
and the references cited in them). About the background of the question ”Which graphs are
determined by their spectrum?”, we refer to [36, 37]. For a DQS graph G, G∇K2 is also DQS
under some conditions [30]. A graph is DLS if and only if its complement is DLS. Hence we
can obtain DLS graphs from known DLS graphs by adding independent edges. In [25] it was
shown that G ⊔ rK1 is DQS under certain conditions. In this paper, we investigate signless
Laplacian spectral characterization of graphs with independent edges. For a DQS graph G, we
show that G ⊔ rK2 is DQS under certain conditions. Applying these results, some DQS graphs
with independent edges are obtained.

1 PRELIMINARIES

In this section, we give some lemmas which are used to prove our main results.

Lemma 1 ([17, 19]). Let G be a graph. For the adjacency matrix of G, the following can be
deduced from the spectrum.

(1) The number of vertices.

(2) The number of edges.

(3) Whether G is regular.

For the Laplacian matrix, the following follows from the spectrum:

(4) The number of components.

For the signless Laplacian matrix, the following follow from the spectrum:

(5) The number of bipartite components, i.e., the multiplicity of the eigenvalue 0 of the sign-
less Laplacian matrix is equal to the number of bipartite components.

(6) The sum of the squares of degrees of vertices.

Lemma 2 ([17]). Let G be a graph with n vertices, m edges, t triangles and the vertex degrees

d1, d2, . . . , dn. If Tk =
n

∑
i=1

qi(G)k, then we have

T0 = n, T1 =
n

∑
i=1

di = 2m, T2 = 2m +
n

∑
i=1

d2
i , T3 = 6t + 3

n

∑
i=1

d2
i +

n

∑
i=1

d3
i .
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For a graph G, let PL(G) and PQ(G) denote the product of all nonzero eigenvalues of LG

and QG, respectively. Note that PL(K2) = PQ(K2) = 2. We assume that PL(G) = PQ(G) = 1 if
G has no edges.

Lemma 3 ([16]). For any connected bipartite graph G of order n, we have PQ(G) = PL(G) =

nτ(G), where τ(G) is the number of spanning trees of G. Especially, if T is a tree of order n,
then PQ(T) = PL(T) = n.

Lemma 4 ([32]). Let G be a graph with n vertices and m edges.

(i) det(QG) = 4 if and only if G is an odd unicyclic graph.

(ii) If G is a non-bipartite connected graph and m > n, then det(QG) ≥ 16, with equality if
and only if G is a non-bipartite bicyclic graph with C4 as its induced subgraph.

Lemma 5 ([16]). Let e be any edge of a graph G of order n. Then

q1(G) ≥ q1(G − e) ≥ q2(G) ≥ q2(G − e) ≥ . . . ≥ qn(G) ≥ qn(G − e) ≥ 0.

Lemma 6 ([21]). Let H be a proper subgraph of a connected graph G. Then q1(G) > q1(H).

Lemma 7 ([21]). Let G be a graph with n vertices and m edges. Then q1(G) ≥ 4m
n , with equality

if and only if G is regular.

Lemma 8 ([17]). For a graph G, 0 < q1(G) < 4 if and only if all components of G are paths.

Lemma 9 ([36]). A regular graph is DQS if and only if it is DAS. A regular graph G is DAS
(DQS) if and only if G is DAS (DQS).

Lemma 10 ( [19]). Let G be a k-regular graph of order n. Then G is DAS when k ∈

{0, 1, 2, n − 3, n − 2, n − 1}.

Lemma 11 ([15]). Let G be a k-regular graph of order n. Then G∇K1 is DQS for k ∈ {1, n − 2},
for k = 2 and n ≥ 11. For k = n − 3, G∇K1 is DQS if and only if G has no triangles.

Lemma 12 ([30]). Let G be a k-regular graph of order n. Then G∇K2 is DQS for k ∈ {1, n − 2}.
For k = n − 3, G∇K2 is DQS if and only if G has no triangles.

Lemma 13 ([25]). The following hold for graphs with isolated vertices:

(i) Let T be a DLS tree of order n. Then T ⊔ rK1 is DLS. If n is not divisible by 4, then T ⊔ rK1

is DQS.

(ii) The graphs Pn and Pn ⊔ rK1 are DQS.

(iii) Let G be a graph obtained from Kn by deleting a matching. Then G and G ⊔ rK1 are DQS.

(iv) A (n − 4)-regular graph of order n is DAS (DQS) if and only if its complement is a 3-
regular DAS (DQS) graph.

(v) Let G be a (n − 3)-regular graph of order n. Then G ⊔ rK1 is DQS.

Now let us list some known families of DQS graphs.
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Lemma 14. The following graphs are DQS.

(i) The graphs Pn, Cn, Kn, Km,m, rKn, Pn1 ⊔ Pn2 ⊔ . . . ⊔ Pnk
and Cn1 ⊔ Cn2 ⊔ . . . ⊔ Cnk

, [36].

(ii) Any wheel graph K1∇Cn, [26].

(iii) Every lollipop graph Hn,p, [41].

(iv) Every kite graph Kin,n−1 for n ≥ 4 and n 6= 5, [23].

(v) The friendship graph Fn, [38].

(vi) (Cn ◦ tK1), for n /∈ {32, 64} and t ∈ {1, 2}, [14, 32].

(vii) The line graph of a T-shape tree T(a, b, c) except T(t, t, 2t + 1) (t > 1), [39].

(viii) The starlike tree with maximum degree 4, [34].

(ix) Ur,n−r for r ≥ 3, [27].

(x) CS(n, α) when 1 ≤ α ≤ n − 1 and α 6= 3, [22].

(xi) For n ≥ 2c + 1 and c ≥ 0, S(n, c) and S(n, c) except for the case of c = 0 and n = 4, [29].

(xii) K1,n−1 for n 6= 4, [29].

(xiii) G∇Km where G is an (n − 2)-regular graph on n vertices, and Kn∇K2 except for n = 3,
[28].

(xiv) All dumbbell graphs different from D3q,0,q and all theta graphs, [40].

It is easy to see that K1,3 and K3 ⊔ K1 are Q-cospectral, i.e., SpecQ(K1,3) = SpecQ(K3) =

{[4]1, [1]2, [0]1}. Therefore, S(n, c) is not DQS when c = 0 and n = 4, since S(n, 0) is nothing
but K1,n−1.

2 MAIN RESULTS

We first investigate spectral characterizations of the union of a tree and several complete
graphs K2.

Theorem 1. Let T be a DLS tree of order n. Then T ⊔ rK2 is DLS for any positive integer r.
Moreover, if n is odd and r = 1, then T ⊔ rK2 is DQS.

Proof. For n, r ∈ {1, 2} see Lemma 13 (i) and Lemma 14 (i). So, one may suppose that n, r ≥ 3.
Let G be any graph L-cospectral with T ⊔ rK2. By Lemma 1, G has n + 2r vertices, n − 1 + r

edges and r + 1 components. So each component of G is a tree. Suppose that G = G0 ⊔ G1 ⊔

. . . ⊔ Gr, where Gi is a tree with ni vertices and n0 ≥ n1 ≥ . . . ≥ nr ≥ 2. For ni, nr ∈ {1} see
Lemma 13 (i) and Lemma 14 (i). Hence we consider n, ni, r ≥ 2. Since G is L-cospectral with
T ⊔ rK2, by Lemma 3, we get

n0n1 . . . nr = PL(G0) . . . PL(Gr) = PL(G0 ⊔ . . . ⊔ Gr) = PL(G) = PL(T)PL(K2)
r = n2r.
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We claim that nr = 2. Suppose not and so nr ≥ 3. This means that n0 ≥ n1 ≥ . . . ≥ nr ≥ 3.

Hence n2r = n0n1 . . . nr ≥ 3r+1 or n(
2
3
)r

≥ 3. Now, if r → ∞, then 0 ≥ 3, a contradiction. So,

we must have nr = 2. By a similar argument one can show that n1 = . . . = nr−1 = 2 and so
n0 = n. Hence G = G0 ⊔ rK2. Since G and T ⊔ rK2 are L-cospectral, G0 and T are L-cospectral.
Since T is DLS, we have G0 = T, and thus G = T ⊔ rK2. Hence T ⊔ rK2 is DLS.

Let H be any graph Q-cospectral with T ⊔ rK2. By Lemma 1, H has n + 2r vertices, n − 1+ r

edges and r + 1 bipartite components. So one of the following holds:

(i) H has exactly r + 1 components, and each component of H is a tree.

(ii) H has r + 1 components which are trees, the other components of H are odd unicyclic.

In what follows we show that (ii) does not occur if n is odd and r = 1. If (ii) holds, then by
Lemma 4, PQ(H) is divisible by 4 since H has a cycle of odd order as a component. Since T is
a tree of order n, by Lemma 3, PQ(H) = PQ(T)PQ(K2)

r = n2r is divisible by 4, a contradiction.
Therefore (i) must hold. In this case, H and T ⊔ rK2 are both bipartite, and so they are also
L-cospectral. By the previous part, T ⊔ rK2 is DLS. So we have H = T ⊔ rK2.

Hence T ⊔ rK2 is DQS when n is odd and r = 1.

Remark 1. Some DLS trees are given in [25] and references therein. We can obtain some DLS
(DQS) trees with independent edges from Theorem 1.

Lemma 14 and Theorem 1 imply the following corollary.

Corollary 1. For an odd positive integer n, we have the following

(i) Let T be a starlike tree of order n and with maximum degree 4. Then T ⊔ K2 is DQS.

(ii) Pn ⊔ K2 is DQS.

(iii) For n 6= 4, K1,n−1 ⊔ K2 is DQS.

(iv) Let L be the line graph of a T-shape tree T(a, b, c) except T(t, t, 2t + 1) (t > 1). Then
L ⊔ K2 is DQS if a + b + c − 3 is odd.

Theorem 2. Let G be a DQS odd unicyclic graph of order n ≥ 7. Then G ⊔ rK2 is DQS for any
positive integer r.

Proof. Let H be any graph Q-cospectral with G ⊔ rK2. By Lemma 1(5), 0 is not an eigenvalue of
G since it is an odd unicyclic. So by Lemma 4, we have 4 = det(QG) = PQ(G). Moreover,

PQ(H) = PQ(G ⊔ rK2) = PQ(G)PQ(K2)
r = det(QG)2

r = 4 · 2r = 2r+2.

By Lemma 1, H has n + 2r vertices, n + r edges and r bipartite components. So one of the
following holds:

(i) H has exactly r components each of which is a tree.

(ii) H has r components which are trees, the other components of H are odd unicyclic.
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We claim that (i) does not hold, otherwise, we may assume that H = H1 ⊔ . . . ⊔ Hr, where Hi

is a tree with ni vertices and n1 ≥ . . . ≥ nr ≥ 1. It follows from Lemma 3 that

n1 . . . nr = PQ(H1) . . . PQ(Hr) = PQ(H) = 4 · 2r = 2r+2.

So n1 . . . nr = 2r+2, n1 ≤ 8. Since G contains a cycle, say C, by Lemma 7 we have

q1(H) = q1(G) ≥ q1(C) = 4. (1)

Let ∆(H) be the maximum degree of H. If ∆(H) ≤ 2, then all components of H are paths,
hence by Lemma 8, q1(H) < 4, contradicting Eq. (1). So ∆(H) ≥ 3. From n1 ≤ 8 and
n1 . . . nr = 4 · 2r = 2(r+2), we may assume that H1 = K1,7, H2 = . . . = Hr = K2. Since
H = K1,7 ⊔ (r − 1)K2 has n + 2r vertices, we get n = 6, a contradiction to n ≥ 7.
If (ii) holds, then we may assume that H = U1 ⊔ . . . ⊔ Uc ⊔ H1 ⊔ . . . ⊔ Hr, where Ui is odd
unicyclic, Hi is a tree with ni vertices. By Lemmas 3 and 4, 4 · 2r = PQ(H) = 4cn1 . . . nr. So
c = 1, H1 = . . . = Hr = K2. Since H = U1 ⊔ rK2 and G ⊔ rK2 are Q-cospectral, U1 and G are
Q-cospectral. Since G is DQS, we have U1 = G, H = G ⊔ rK2.

Remark 2. Note that C4 ⊔ 2P3 and C6 ⊔ 2K2 are Q-cospectral, i.e., SpecQ(C4 ⊔ 2P3) =

SpecQ(C6 ⊔ 2K2) = {[4]1, [3]2, [2]2, [1]2, [0]3}. It follows that the condition ”odd unicyclic of
order n ≥ 7” is essential in Theorem 2.

Remark 3. Some DQS unicyclic graphs are given in [25] and references therein. We can obtain
some DQS graphs with independent edges from Theorem 2.

Theorem 3. Let G be a DQS graph of order n ≥ 5. If G is non-bipartite bicyclic graph with C4

as its induced subgraph, then G ⊔ rK2 is DQS for any positive integer r.

Proof. Let H be any graph Q-cospectral with G ⊔ rK2. By Lemma 4, we have

PQ(H) = PQ(G ⊔ rK2) = PQ(G)PQ(K2)
r = PQ(G)2r .

By Lemma 1(5), 0 is not an eigenvalue of G since it is non-bipartite. So by Lemma 4, we have
16 = det(GQ) = PQ(G) and thus PQ(H) = 16 · 2r.

By Lemma 1, H has n + 2r vertices, n + 1 + r edges and r bipartite components. So H

has at least r − 1 components which are trees. Suppose that H1, H2, . . . , Hr are r bipartite
components of H, where H2, . . . , Hr are trees. If H1 contains an even cycle, then by Lemmas
4 and 5, we have PQ(H) ≥ PQ(H1) ≥ 16, and PQ(H) = 16 · (2r−1) = 2r−3 if and only if
H = C4 ⊔ (r − 1)K2. By PQ(H) = 16 · (2r−1) = 2r−3, we have H = C4 ⊔ (r − 1)K2. Since H has
n + 2r vertices, we get n = 2, a contradiction (G contains C4). Hence H1, H2, . . . , Hr are trees.
Since H has n + 2r vertices, n + 1 + r edges and r bipartite components, H has a non-bipartite
component H0 which is a bicyclic graph. Lemmas 4 and 5 imply that PQ(H) ≥ PQ(H0) ≥ 16,
and PQ(H) = 16 · 2r if and only if H = H0 ⊔ rK2 and H0 contains C4 as its induced subgraph.
By PQ(H) = 16 · 2r, we have H = H0 ⊔ rK2. Since H and G⊔ rK2 are Q-cospectral, H0 and G are
Q-cospectral. Taking into account that G is DQS, we conclude that H0 = G and H = G ⊔ rK2.
Hence G ⊔ rK2 is DQS.

Remark 4. Some DQS bicyclic graphs are given in [25] and references therein. We can obtain
DQS graphs with independent edges from Theorem 3.
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Lemma 15. Let G be a connected graph. Then there is no subgraph of G with the Q-spectrum

identical to SpecQ(G) ∪
{

[2]1
}

. Moreover, if G is of order at least 3, then q1(G) ≥ 3.

Proof. Suppose by the contrary that there is a subgraph of G, say G′, such that SpecQ(G
′) =

SpecQ(G)∪
{

[2]1
}

. But, in this case |E(G′)| = |E(G)|+ 1 and |V(G′)| = |V(G)|+ 1. Therefore

there exists a vertex v of G′ with the degree one such that G′
− v = G. This means that

G is a proper subgraph of the connected graph G′ and so by Lemma 6, q1(G
′) > q1(G), a

contradiction. If G is a connected graph of order at least 3, it has K3 or K1,2 as its subgraph.
Moreover, SpecQ(K3) = {[4], [1]2} and SpecQ(K1,2) = {[3], [1], [0]}. Therefore by Lemma 5,
q1(G) ≥ 3.

Theorem 4. Let G be a connected non-bipartite graph with n ≥ 3 vertices which is DQS. Then
for any positive integer r, G ⊔ rK2 is DQS.

Proof. Let H be a graph Q-cospectral with G ⊔ rK2. Then by Lemmas 1 and 2, H has n +

2r vertices, n + 1 + r edges and exactly r bipartite components. We perform mathematical
induction on r. Suppose that H is a graph Q-cospectral with G ⊔ K2. Then

SpecQ(H) = SpecQ(G) ∪ SpecQ(K2) = SpecQ(G) ∪
{

[2]1, [0]1
}

.

Since G is a connected non-bipartite graph, by Lemma 1, it has not 0 as its signless Laplacian
eigenvalue. Therefore, H has exactly one bipartite component. Therefore, by Lemma 15 we get
H = G ⊔ K2. Now, let the assertion holds for r; that is, if SpecQ(G1) = SpecQ(G) ∪ SpecQ(rK2),
then G1 = G ⊔ rK2. We show that it follows from SpecQ(K) = SpecQ(G) ∪ SpecQ((r + 1)K2)

that K = G ⊔ (r + 1)K2. Obviously, K has 2 vertices, one edge and one bipartite component
more than G1. So, we must have K = G1 ⊔ K2. Now, the inductive hypothesis holds the
proof.

Lemma 11 and Theorem 4 imply the following corollary.

Corollary 2. For a k-regular graph G of order n, (G∇K1)⊔ rK2 is DQS if either of the following
conditions holds:

(i) k ∈ {1, n − 2},

(ii) k = 2 and n ≥ 11,

(iii) k = n − 3 and G has no triangles.

Lemma 12 and Theorem 4 imply the following corollary.

Corollary 3. Let G be a k-regular graph of order n. Then (G∇K2) ⊔ rK2 is DQS for k ∈

{1, n − 2}. For k = n − 3, (G∇K2) ⊔ rK2 is DQS if G has no triangles.

Lemma 13 and Theorem 4 imply the following corollary.

Corollary 4. Let G be a non-bipartite graph obtained from Kn by deleting a matching. Then
G ⊔ rK2 is DQS.

Remark 5. Some 3-regular DAS graphs are given in [25] and references therein. We can obtain
DQS graphs with independent edges from Corollary 4.
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Lemmas 9 and 10 and Theorem 4 imply the following corollary.

Corollary 5. Let G be a k-regular connected non-bipartite graph of order n. Then G ⊔ rK2 is
DQS if either of the following holds

(i) k ∈ {2, n − 1, n − 2, n − 3}.

(ii) k = n − 4 and G is DAS.

Lemma 14 and Theorem 4 imply the following corollary.

Corollary 6. Let G be any of the following graphs. Then G ⊔ rK2 is DQS.

(i) The graphs Cn (n is odd), Kn (n ≥ 4).

(ii) The graphs Pn (n ≥ 5).

(iii) The wheel graph K1∇Cn.

(iv) Every lollipop graph Hn,p when p is odd and n ≥ 8.

(v) The kite graph Kin,n−1 for n ≥ 4 and n 6= 5.

(vi) The friendship graph Fn.

(vii) (Cn ◦ tK1), when n is odd and n /∈ {32, 64} and t ∈ {1, 2}.

(viii) Ur,n−r if r(≥ 3) is odd and n ≥ 7.

(ix) CS(n, α) when 1 ≤ α ≤ n − 1 and α 6= 3.

(x) S(n, c) and its complement where n ≥ 2c + 1 and c ≥ 1.

(xi) H∇Km where H is an (n − 2)-regular graph on n vertices, and Kn∇K2 except for n = 3.

(xii) The dumbbell graphs Dp,k,q (p or q is odd) different from D3q,0,q and all non-bipartite
theta graphs Θr,s,t.
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Шарафдiнi Р., Абдiан А.З. Беззнаковi лапласiановi визначення деяких графiв з незалежними верши-

нами // Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 185–196.

Нехай G простий ненапрямлений граф. Тодi беззнакова лапласiанова матриця G визнача-
ється як DG + AG, де DG i AG позначають матрицю степенiв i матрицю сумiжностi графу G

вiдповiдно. Граф G називають визначеним своїм беззнаковим лапласiановим спектром (ско-
рочення DQS), якщо будь-який граф, що має такий самий беззнаковий лапласiановий спектр
як G, є iзоморфним до G. У роботi показано, що G ⊔ rK2 визначений своїм беззнаковим ла-
пласiановим спектром за певних умов, де r i K2 позначають натуральне число i повний граф
на двох вершинах вiдповiдно. Застосовуючи цi результати ми отримали деякi DQS графи з
незалежними вершинами.

Ключовi слова i фрази: спектральна характеризацiя, беззнаковий лапласiановий спектр, ко-
спектральнi графи, об’єднання графiв.
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SOME ANALYTIC PROPERTIES OF THE WEYL FUNCTION OF A CLOSED LINEAR

RELATION

Let L and L0, where L is an expansion of L0, be closed linear relations (multivalued operators)
in a Hilbert space H. In terms of abstract boundary operators (i.e. in the form which in the case
of differential operators leads immediately to boundary conditions) some analytic properties of the
Weyl function M(λ) corresponding to a certain boundary pair of the couple (L, L0) are studied.

In particular, applying Hilbert resolvent identity for relations, the criterion of invertibility in
the algebra of bounded linear operators in H for transformation M(λ)− M(λ0) in certain small
punctured neighbourhood of λ0 is established. It is proved that in this case λ0 is a first-order pole for
the operator-function (M(λ)− M(λ0))

−1. The corresponding residue and Laurent series expansion
are found.

Under some additional assumptions, the behaviour of so called γ-field Z
λ

(being an operator-
function closely connected to M(λ)) as λ → −∞ is investigated.

Key words and phrases: Hilbert space, relation, operator, extension, pole.

Ivan Franko National University, 1 Universytetska str., 79000, Lviv, Ukraine
E-mail: storog@ukr.net

INTRODUCTION

The theory of linear relations (multivalued operators) in Hilbert space was initiated by R.
Arens [1]. Various aspects of the extension theory of linear relations (in particular, nondensely
defined operators; first of all, Hermitian ones) were studied by a number of authors (see, e.g.
[3, 15, 16], [5]– [8], [9], [10], [14]).

Let us explain that under (closed) linear relation in H, where H is a fixed complex Hilbert
space equipped with inner product (·|·), we understand a (closed) linear manifold in

H2 de f
= H ⊕ H and that in the theory of linear relations every linear operator is identified with

its graph. Each such relation T has the adjoint T∗ which is defined as follows:

T∗ = H2
⊖ JT

(

= J(H2
⊖ T)

)

(here and below ⊕ and ⊖ are the symbols of orthogonal sum and orthogonal complement,

respectively; for all h1, h2 ∈ H J (h1, h2)
de f
= (−ih2, ih1)).

In this paper the role of initial object is played by two couples (L, L0) and (M, M0) of closed
linear relations in H such that

L0 ⊂ L, M = L∗

0, M0 = L∗.

УДК 513.88
2010 Mathematics Subject Classification: 47A06, 47A56, 47B25.
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Let us note that in [13, 15–17] the term ”dual pair” was using instead of ”couple” in the
present paper. The authors of [2] were using the term adjoint pair.

The notion of Weyl function had been introduced at first in [4] under the assumption that
L0 is a nonnegative densely defined operator and M = L. Later on it was extended onto more
wide varieties of operators and relations in some of papers, mentioned above (e.g. [5,7,15,16]).
It turned out that this notion is very important in the extension theory, since certain classes of
extensions of a given operator or relation may be described by using this notion.

In this article (which can be regarded as a continuation of investigations originated in [20,
21]) we study some analytic properties of the Weyl function of (L, L0) corresponding to the
certain its boundary pair (see Definitions 1, 2).

1 NOTATIONS AND PRELIMINARY RESULTS

Through this paper we use the following notations:
D(T), R(T), ker T are, respectively, the domain, range, and kernel of a (linear) relation (in

partial, operator) T:
D(T) = {y ∈ H| (∃ y′ ∈ H) : (y, y′) ∈ T} ; R(T) = {y′ ∈ H| (∃ y ∈ H) : (y, y′) ∈ T} ;
ker T = {y ∈ H| (y, 0) ∈ T} ;
if λ ∈ C then T − λ = {(y, y′ − λy) | (y, y′) ∈ T} , sequently
ker(T − λ) = {y ∈ H| (y, 0) ∈ T − λ} (= {y ∈ H| (y, λy) ∈ T});
T−1 =

{

(y′, y) ∈ H2
| (y, y′) ∈ T

}

;
ρ(T) = {λ ∈ C| ker(T − λ) = {0}, R(T − λ) = H} (the resolvent set of T);
1X is the identity in X;

+,
·

+ are, respectively, the symbols of sum and direct sum in a linear space.
If X, Y are Hilbert spaces then (·|·)X is the symbol of scalar product in X, B(X, Y) is the set

of linear bounded operators A : X → Y such that D(A) = X; B(X)
de f
= B(X, X).

If Ai : X → Yi (i = 1, 2) are linear operators then the notation A = A1 ⊕ A2 means that

Ax =

(

A1x

A2x

)

for every x ∈ X.

Definition 1 ( [18]). Let G be an (auxiliary) Hilbert space and Γ ∈ B(L, G). The pair (G, Γ) is
called a boundary pair for (L, L0) if R(Γ) = G, ker Γ = L0.

Theorem 1 ( [18, 19]). There exist Hilbert spaces G1, G2 and the operators

Γ1 ∈ B(L, G1), Γ2 ∈ B(L, G2), Γ̃1 ∈ B(M, G2), Γ̃2 ∈ B(M, G1)

such that
i) (G1 ⊕ G2, Γ1 ⊕ Γ2) is a boundary pair for (L, L0);
ii)

(

G2 ⊕ G1, Γ̃1 ⊕ Γ̃2
)

is a boundary pair for (M, M0);
iii) for all ŷ = (y, y′) ∈ L, for all ẑ = (z, z′) ∈ M (y′|z) − (y|z′) = (Γ1ŷ|Γ̃2ẑ)G1 −

(Γ2ŷ|Γ̃1ẑ)G2 .

We suppose below that the resolvent set ρ (L2) of the relation L2
de f
= ker Γ2 is not empty and

λ ∈ ρ (L2). Then λ ∈ ρ (M2), where M2
de f
= ker Γ̃2 (= L∗

2) and
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Lλ

de f
= (L2 − λ)−1

∈ B(H), M
λ

de f
=

(

M2 − λ

)−1
(= L∗

λ
) ∈ B(H).

Put for all y ∈ H L̂
λ

y =

(

L
λ

y

y + λL
λ

y

)

, for all z ∈ H M̂
λ

z =

(

M
λ

z

z + λM
λ

z

)

,

for all ŷ = (y, y′) ∈ H2 L̃
λ

ŷ = L
λ

y +
(

y′ + λL
λ

y′
)

,

for all ẑ =
(

z, z′
)

∈ H2 M̃
λ

ẑ = M
λ

z +
(

z′ + λM
λ

z′
)

(it is clear that L̂∗

λ
= M̃

λ
, M̂∗

λ

= L̃
λ

),

Z
λ
=

(

Γ̃1M̂
λ

)

∗

(= L̃
λ

Γ̃∗

1), Z̃
λ
=

(

Γ1L̂
λ

)

∗

(= M̃
λ

Γ∗

1), Ẑ
λ
=

(

Z
λ

λZ
λ

)

.

Note that in some articles Z
λ

is said to be aγ-field.

Lemma 1 ( [19]). i) R(L̂
λ
) = L2, R

(

M̂
λ

)

= M2;

ii)
Z

λ
∈ B (G2, H) and R(Z

λ
) = ker(L − λ),

Z̃
λ
∈ B (G1, H) and R(Z̃

λ
) = ker(M − λ);

iii) R(Ẑ
λ
) ⊂ L and Γ2Ẑ

λ
= 1G2 .

Proposition 1 ( [1,3,6]). Let S be closed linear nonnegative, in symbols S ≥ 0 (that is (z|y) ≥ 0
for all (y, z) ∈ S), selfadjoint relation in H and λ < 0. Then

i)

λ ∈ ρ(S),
∥

∥

∥
(S − λ)−1

∥

∥

∥
≤

1
|λ|

. (1)

ii) Put S(0) = {y ∈ H : (0, y) ∈ S} , Ss = S ⊖ ({0} ⊕ S(0)) . Ss is the graph of selfadjoint
operator Sop : S(0)⊥ → S(0)⊥(≡ D(S)) (which is said to be an operator part of S) with

D(Sop) = D(S) and R
(

(S − λ)op

)

= S(0)⊥.

It is clear that (1) implies

for all f ∈ H lim
λ→−∞

(S − λ)−1 f = 0. (2)

Moreover, if S is an operator, then

for all f ∈ H lim
λ→−∞

[

λ (S − λ)−1 f + f
]

= 0. (3)

Indeed, for each g ∈ D(S) we have λ (S − λ)−1 g + g = (S − λ)−1 Sg →

λ→−∞
0 (see (2)). Further,

in view of (1) for all λ ∈ (−∞, 0)
∥

∥

∥
λ (S − λ)−1 + 1H

∥

∥

∥
≤ 2.

Since D(S) = H, two latter relations guarantee that (3) is true. It follows from the well
known criterion of the strong convergence for the operator sequences (see [12, p. 59]).

2 AUXILIARY STATEMENTS

Remark 1. Applying Hilbert resolvent identity for relations (see [6]) it is easy to prove that

for all λ, µ ∈ ρ(L2) L̃
λ
− L̃µ = (λ − µ) L

λ
L̃µ(= (λ − µ) Lµ L̃

λ
). (4)
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Indeed,

L̃
λ
− L̃µ =

(

L
λ
− Lµ, λL

λ
− µLµ

)

=
(

L
λ
− Lµ, (λ − µ) L

λ
+ µ

(

L
λ
− Lµ

))

=
(

(λ − µ) L
λ

Lµ, (λ − µ) L
λ
+ µ (λ − µ) L

λ
Lµ

)

= (λ − µ) L
λ

(

Lµ, 1H + µLµ

)

= (λ − µ) L
λ

L̃µ̃.

Similar arguments show that

for all λ, µ ∈ ρ(L2) L̂
λ
− L̂µ = (λ − µ) L̂

λ
Lµ(= (λ − µ) L̂µL

λ
).

Lemma 2. Let λ, µ ∈ ρ(L2). Then

Z
λ
− Zµ = (λ − µ) L

λ
Zµ(= (λ − µ) LµZ

λ
), (5)

Z̃∗

λ
− Z̃∗

µ
= (λ − µ) Z̃∗

µ
L

λ
(= (λ − µ) Z̃∗

λ
Lµ), (6)

Ẑ
λ
− Ẑµ = (λ − µ) L̂

λ
Zµ(= (λ − µ) L̂µZ

λ
). (7)

Proof. Taking into account (4) we obtain

Z
λ
− Zµ =

(

L̃
λ
− L̃µ

)

Γ̃∗

1 = (λ − µ) L
λ

L̃µΓ̃∗

1 = (λ − µ) L
λ

Zµ.

The equality (5) is proved. The proof of (6) is analogous. Furthermore,

λZ
λ
− µZµ = λ

(

Z
λ
− Zµ

)

+ (λ − µ) Zµ

= λ (λ − µ) L
λ

Zµ + (λ − µ) Zµ = (λ − µ) (1H + λL
λ) Zµ.

The latter identity together (5) implies (7).

Corollary 1. For arbitrary λ ∈ ρ(L2), n ∈ N we have

Z
(n)
λ

= n!Ln
λ

Z
λ

, (8)

(Z̃∗

λ
)(n) = n!Z̃∗

λ
Ln

λ
, (9)

Ẑ
(n)
λ

= n!L̂
λ

Ln−1
λ

Z
λ

. (10)

Proof. First of all, note that

L
(n)
λ

= n!Ln+1
λ

, L̃
(n)
λ

= n!Ln
λ

L̃
λ
, L̂

(n)
λ

= n!L̂
λ

Ln
λ
. (11)

In the case n = 1 these equalities follow immediately from the Hilbert resolvent identity. In the
general case induction should be applied. The equalities (11) imply (8), (9). In order to prove

(10) note that (λZ
λ)

(n) = nZ
(n−1)
λ

+ λZ
(n)
λ

(it can be shown by induction). The latter identity
together with (9) imply (11).

Lemma 3. Suppose that λ, µ ∈ ρ(L2). Then

(

Z̃∗

µ
Z

λ

)

−1
∈ B (G1, G2) ⇔ R (L0 − µ)

·

+ ker (L − λ) = H. (12)
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Proof. It is sufficient to verify the next implications:

i) R(L0 − µ) ∩ ker (L − λ) = {0} ⇒ ker
(

Z̃∗

µ
Z

λ

)

= {0} ,

ii) R(L0 − µ) + ker (L − λ) = H ⇒ R
(

Z̃∗

µ
Z

λ

)

= G1,

iii) ker
(

Z̃∗

µ
Z

λ

)

= {0} ⇒ R(L0 − µ) ∩ ker (L − λ) = {0} ,

iv) R
(

Z̃∗

µ
Z

λ

)

= G1 ⇒ R(L0 − µ) + ker (L − λ) = H.

Let us consider each of them.
i) Assume that for some a ∈ G2 the equality Z̃∗

µ
Z

λ
a ≡ Γ1 L̂µZ

λ
a = 0 holds. Then

L̂µZ
λ

a ∈ ker Γ1. But L̂µZ
λ

a ∈ L2 = ker Γ2, hence L̂µZ
λ

a ∈ L0. In other words,
(

LµZ
λ

a

Zλa + µLµZλa

)

∈ L0. Consequently
(

LµZ
λ

a

Zλa

)

∈ L0 − µ, in particular Z
λ

a ∈ R(L0−

−µ). But (see Lemma 1) Z
λ

a ∈ ker (L − λ) , therefore Z
λ

a = 0, Ẑ
λ

a = 0. Thus a = Γ2Ẑ
λ

a = 0.

ii) For arbitrary h ∈ G1 there exists ŷ =

(

y

y′

)

∈ L2 = ker Γ2 satisfying the equality

Γ1ŷ = h. We have:
(

y

y′ − µy

)

∈ L2 − µ, in particular, y = Lµ (y′ − µy) . Further, there exist

u ∈ R (L0 − µ) , a ∈ G2 such that y′ − µy = u + Z
λ

a. It means that for some ŷ0 =

(

y0

y′0

)

∈ H2

the equalities u = y′0 − µy0, y0 = Lµ (y′0 − µy0) are fulfilled. Whence using these equalities we
obtain

L̂µZ
λ

a = L̂µ

(

y′ − µy − u
)

= L̂µ

(

(y′ − µy)− (y′0 − µy0)
)

= L̂µ

(

y′ − µy
)

− L̂µ

(

y′0 − µy0
)

=

(

Lµ(y′ − µy)

y′ − µy + µLµ(y′ − µy)

)

−

(

Lµ(y′0 − µy0)

y′0 − µy0 + µLµ(y′0 − µy0)

)

=

(

y

y′ − µy + µy

)

−

(

y0

y′0 − µy0 + µy0

)

=

(

y

y′

)

−

(

y0

y′0

)

= ŷ − ŷ0,

consequently
Z̃∗

µ
Z

λ
a = Γ1L̂µZ

λ
a = Γ1 (ŷ − ŷ0) = Γ1ŷ = h.

iii) Assume that y ∈ R (L0 − µ) ∩ ker (L − λ) . Then y = Z
λ

a for some a ∈ G2 and

y ∈ R (L0 − µ) . (13)

The inclusion (13) implies y ∈ R (L2 − µ) . It is easy to see that
(

Lµy, y
)

∈ L2 − µ. (14)

Taking into account (13), (14) and the equality ker (L2 − λ) = {0}, we obtain
(

Lµy, y
)

∈ L0−

−µ. The latter inclusion yields L̂µy =

(

Lµy

y + µLµy

)

∈ L0, therefore Γ1 L̂µy = Γ1L̂µZ
λ

a = 0.

Now it is clear that a = 0, y = 0.
iv) For any h ∈ H we have L̂µh ∈ L2 (see Lemma 1). Put Γ1L̂µh = g. There exists

u ∈ ker (L − λ) = R (Zλ) such that Γ1 L̂µu = g, consequently Γ1L̂µ (h − u) = 0. Moreover,

L̂µ (h − u) ∈ L0, i.e.
(

Lµ(h − u)

h − u

)

∈ L0 − µ. Thus h = u + (h − u) ∈ ker (L − λ) +

+R (L0 − µ) .
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Remark 2. Assume that λ0 ∈ ρ (L2) ,
(

Z̃∗

λ0
Z

λ0

)

−1
∈ B (G1, G2) , and

0 < |λ − λ0| < min







1
2
∥

∥Lλ0

∥

∥

,
1

2
∥

∥

∥
Z̃∗

λ0

∥

∥

∥
·

∥

∥Z
λ0

∥

∥ ·

∥

∥

∥
L

λ0

∥

∥

∥
·

∥

∥

∥
Z̃∗

λ0
Z

λ0

∥

∥

∥







. (15)

Then
(

Z̃∗

λ

Z
λ0

)

−1
∈ B (G1, G2) (here and below ‖T‖ is the norm of operator T).

Indeed, let |λ − λ0| <
1

2
∥

∥L
λ0

∥

∥

. Applying the theorem on perturbation of invertible in

B (H) operator (see [11, pp. 228–229 ]) we see that
(

1H + (λ − λ0) L
λ0

)

−1
∈ B (H) and

∥

∥

∥

(

1H + (λ − λ0) L
λ0

)

−1
− 1H

∥

∥

∥
< 2 |λ − λ0|

∥

∥L
λ0

∥

∥ . (16)

Further, taking into account (6) in which µ is replaced by λ0 we conclude that

Z̃∗

λ
Z

λ0 − Z̃∗

λ0
Z

λ0 = Z̃∗

λ0

[

(

1H + (λ − λ0) L
λ0

)

−1
− 1H

]

Z
λ0 .

Whence using above-mentioned theorem and (16) we obtain the following: (12) implies
(

Z̃∗

λ

Z
λ0

)

−1
∈ B (G1, G2) .

Proposition 2. Suppose that M0 = L0 ≥ 0, M = L, G1 = G2
de f
= H, Γ̃1 = Γ1, Γ̃2 = Γ2

(in other words, (H, Γ1, Γ2) is a boundary triple (boundary value space) of L [5, 9, 10, 15]). Let

L2
de f
= ker Γ2 be a (selfadjoint) nonnegative extension of L0, and L

λ
, L̃

λ
, Z

λ
be as above.

Under these assumptions

s − lim
λ→−∞

Z∗

λ
= Γ1 (0 ⊕ Q) , w − lim

λ→−∞
Z

λ
= Qπ2Γ∗

1, (17)

where s− lim and w − lim are respectively the symbols of strong and weak limits for operator-
functions, while Q and π2 are the orthoprojections H → L2(0) and H2

→ {0} ⊕ H.

Proof. Let f ∈ H, P be the orthoprojection H → R
(

(L2 − λ)op

)

(

= L2(0)⊥
)

, and Q be the

orthoprojection H → (L2 − λ) (0) (= L2(0)) . Then f = P f + Q f . We obtain

L
λ

f = L
λ

P f + L
λ

Q f =
(

(L2 − λ)op

)

−1
P f .

But (L2 − λ)op = L2,op − λ (indeed,

for all f ∈ D
(

(L2 − λ)op

)

= D
(

L2,op − λ

)

(= D(L2))
(

L2,op − λ

)

f − (L2 − λ)op f ∈ L2(0)⊥;

on the other hand, the inclusions
(

f ,
(

L2,op − λ

)

f
)

,
(

f , (L2 − λ)op f
)

∈ L2 − λ imply

(L2 − λ)op f −
(

L2,op − λ

)

f ∈ (L2 − λ) (0) = L2(0)), therefore

λL
λ

f + f = λ

(

L2,op − λ

)

−1
P f + P f + Q f .

Taking into account (3) with S = L2,op we see that lim
λ→−∞

(λL
λ

f + f ) = Q f , whence us-

ing (2) with S = L2 we obtain lim
λ→−∞

L̂
λ

f =

(

0
Q f

)

, therefore lim
λ→−∞

Z∗

λ
f = lim

λ→−∞
Γ1L̂

λ
f =

= Γ1 (0 ⊕ Q) f . The first of the equalities (17) has been proved. The second equality is a imme-
diate consequence from the first one.
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3 MAIN RESULT

Definition 2 ([16]). An operator-function M(λ)
de f
= Γ1Ẑλ (λ ∈ ρ (L2)) is called the Weyl func-

tion of the couple (L, L0) corresponding to its boundary pair (G1 ⊕ G2, Γ1 ⊕ Γ2) .

Lemma 4. For any λ, µ ∈ ρ(L2), the equality

M(λ)− M(µ) = (λ − µ) Z̃∗

µ
Z

λ

(

= (λ − µ) Z̃∗

λ
Zµ

)

is true.

Proof. In view of (10) we obtain

M(λ)− M(µ) = Γ1
(

Ẑ
λ
− Ẑµ

)

= (λ − µ) Γ1 L̂
λ

Zµ = (λ − µ) Z̃∗

µ
Z

λ

(

= (λ − µ) Z̃∗

λ
Zµ

)

.

Consider some analytic properties of the operator-function M(λ).

Lemma 5. M(λ) is analytic B (G1, G2)-valued function on ρ(L2). Moreover, for any n ∈ N

M(n)(λ) = n!Z̃∗

λ
Ln−1

λ
Z

λ
, (18)

in particular M′(λ) = Z̃∗

λ

Z
λ

.

Proof. Since L
λ

is a B (H)-valued analytic function on ρ(L2), we conclude that

Ẑ
λ
=

(

L
λ

1H + λL
λ

λL
λ

λ1H + λ
2L

λ

)

Γ̃∗

1

is an analytic B
(

G2, H2
)

-valued function. But by virtue of Lemma 1 R(Ẑ
λ
) ⊂ L, sequently Ẑ

λ

is a B (G2, L)-valued analytic function. Moreover (see (10)) Ẑ
(n)
λ

= n!L̂
λ

Ln−1
λ

Z
λ

, therefore

M(n)(λ) = Γ1Ẑ
(n)
λ

= n!Γ1 L̂
λ

Ln−1
λ

Z
λ

.

Theorem 2. Suppose that λ0 ∈ ρ(L2), R (L0 − λ0)
·

+ ker (L − λ) = H, and (15) holds. Then

i)
(

Z̃∗

λ0
Z

λ0

)

−1
∈ B (G1, G2) , (M(λ)− M(λ0))

−1
∈ B (G1, G2) ;

ii) λ0 is a first-order pole for the function (M(λ)− M(λ0))
−1 and

res |
λ=λ0 (M(λ)− M(λ0))

−1 =
(

Z̃∗

λ0
Z

λ0

)

−1
.

Proof. i) This statement is a direct consequence of Lemma 3, Remark 2 and Lemma 4.
ii) Put

Π(λ) =

{

(λ − λ0)
−1 (M(λ)− M(λ0)) , λ 6= λ0

M′(λ0) = Z̃∗

λ0
Z

λ0 , λ = λ0
.

It is clear that lim
λ→λ0

Π(λ) = M′(λ0) = Z̃∗

λ0
Z

λ0 (with respect to uniform operator conver-

gence). Hence, lim
λ→λ0

[

(λ − λ0)(M(λ)− M(λ0)
−1

]

= lim
λ→λ0

Π(λ)−1 = (Z̃∗

λ0
Z

λ0)
−1. The theorem

is proved.
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Remark 3. Theorem 2 yields that in some neighbourhood of the point λ0 ∈ ρ(L2) such that

R (L0 − λ0)
·

+ ker (L − λ) = H, the following expansion takes place:

(M(λ)− M(λ0))
−1 =

1
λ − λ0

(

Z̃∗

λ0
Z

λ0

)

−1
+

∞

∑
n=0

(λ − λ0)
nR(n), (19)

where R(n)
∈ B(G1, G2), n = 0, 1, 2, ... On the other hand, in view of (18) we obtain

M(λ)− M(λ0) =
∞

∑
n=1

(λ − λ0)
n
· Z̃∗

λ0
Ln−1

λ0
Z

λ0 .

Multiplying both sides of two latter equalities we obtain the recurrent relations for the coeffi-
cients R(n) in (19):

n

∑
m=0

Z̃∗

λ0
Lm

λ0
Z

λ0 · R(n−m−1) = 0 (n ∈ N) , R(−1) = (Z̃∗

λ0
Z

λ0)
−1.

In particular, R(0) = −R(−1)
· Z̃∗

λ0
L

λ0 Z
λ0 · R(−1).

REFERENCES

[1] Arens R. Operational calculus of linear relations. Pacif. J. Math. 1961, 11 (1), 9–23. doi: 10.2140/pjm.1961.11.9

[2] Brown B., Marletta M., Naboko S., Wood I. Boundary triplets and M-functions for non-selfadjoint operators,

with applications to elliptic PDEs and block operator matrices. J. Lond. Math. Soc. 2008, 77 (3), 700–718. doi:
10.1112/jlms/jdn006

[3] Coddington A.A., de Snoo H.S.V. Positive self-adjoint extensions of positive symmetric subspaces. Math. Z. 1978,
159 (3), 203–214. doi: 10.1007/BF01214571

[4] Derkach V.A., Malamud M.M. Weyl function of Hermitian operator and its connection with characteristic function.
Preprint 85-9 (104) Donetsk Phys. Tech. Inst. NAS of Ukraine, Donetsk, 1985. (in Russian)

[5] Derkach V.A., Malamud M.M. The extension theory of Hermitian operators and the moment problem. J. Math. Sci.
1995, 73 (2), 141–242. doi: 10.1007/BF02367240 (translation of Itogi Nauki i Tekhniki Ser. Mat. 1993, 5. (in
Russian))

[6] Dijksma A., de Snoo H.S.V. Self-adjoint extensions of symmetric subspaces. Pacif. J. Math. 1974, 54 (1), 71–100.
doi: 10.2140/pjm.1974.54.71

[7] Hassi S., de Snoo H.S.V., Sterk A., Winkler H. Finite-dimensional graph perturbations of selfadjoint Sturm-

Liouville operators. In: Bakonyi M., Gheondea A. (Eds.) Operator Theory, Structured Matrices, and Dilations:
Tiberiu Constantinescu Memorial Volume, 10. Theta Foundation, 2007, 205 – 226.

[8] Gorbachuk V.I., Gorbachuk M.L. Boundary value problems for differential-operator equations. In: Haze-
winkel M. Mathematics and Its Applications (Soviet Series), 48. Kluver Academic Publishers, Dordrecht,
1991. (translation of Gorbachuk V.I., Gorbachuk M.L. Boundary value problems for differential-operator
equations. Naukova Dumka, Kyiv, 1984. (in Russian))

[9] Kochubei A.N. Extensions of symmetric operators and symmetric binary relations. Math. Notes 1975, 17 (1), 25–28.
doi: 10.1007/BF01093837 (translation of Mat. Zametki 1975, 17 (1), 41 –48. (in Russian))

[10] Kochubei A.N. The extensions of nondensely defined symmetric operator. Sib. Math. J. 1977, 18 (2), 225–229. doi:
10.1007/BF00967155 (translation of Sib. Mat. Zh. 1977, 18 (2), 314 – 320. (in Russian))

[11] Kolmogorov A.N., Fomin S.V. Elements of the Theory of Functions and Functional Analysis. Nauka,
Moscow, 1968. (in Russian)

[12] Krein S.G. (Eds.) Functional Analysis. In: Spravoch. Mat. Bibliot. Nauka, Moscow, 1972. (in Russian)



SOME ANALYTIC PROPERTIES OF THE WEYL FUNCTION OF A CLOSED LINEAR RELATION 205

[13] Langer H., Textorius B. Generalized resolvents of dual pairs of contractions. In: Apostol C., Douglas R.G.
(Eds.) Proc. of the Intern. Conf. “Invariant Subspaces and Other Topics”, Timişoara and Herculane, Roma-
nia, June 1—11, 1981, Birkhäuser, Basel, 1982, 103–118.

[14] Lyantse V.E., Storozh O.G. Methods of the Theory of Unbounded Operators. Naukova Dumka, Kyiv, 1983.
(in Russian)

[15] Malamud M.M. On one approach to extension theory of nondensely defined Hermitian operator. Dokl. Akad. Nauk
Ukr. SSR Ser. A 1990, 3, 20–26. (in Russian)

[16] Malamud M.M., Mogilevskii V.I. On extensions of dual pairs of operators. Dop. Nat. Akad. Nauk Ukr. 1997, 1,
30–37.

[17] Malamud M.M., Mogilevskii V. . On Weyl functions and Q-functions of dual pairs of linear relations. Dop. Nat.
Akad. Nauk Ukr. 1999, 4, 32–37.

[18] Oliyar Yu.I., Storozh O.G. Criteria of mutual adjointness of proper extensions of linear relations. Mat. Stud. 2013,
40 (1), 71–78.

[19] Pihura O.V., Storozh O.G. A resolvent and conditions of solvability for proper extensions of a linear relation in a

Hilbert space. Visn. Lviv Univ. Ser. Mekh. Mat. 2016, 82, 174–185. (in Ukrainian)

[20] Storozh O.G. On some analytic and asymptotic properties of the Weyl function of a nonnegative operator. Mat.
Metody Fiz.-Mekh. Polya 2000, 43 (4), 18–23. (in Ukrainian)

[21] Storozh O.H. Some analytic properties of the Weyl function of a closed operator. J. Math. Sci. 2016, 215 (1), 1–10. doi:
10.1007/s10958-016-2817-y (translation of Mat. Metody ta Fiz.-Mekh. Polya 2014, 57 (2), 7–13. (in Ukrainian))

Received 13.03.2018

Revised 20.06.2018

Сторож О.Г. Деякi аналiтичнi властивостi функцiї Вейля замкненого лiнiйного вiдношення // Кар-
патськi матем. публ. — 2018. — Т.10, №1. — C. 197–205.

Нехай L та L0, де L0 ⊂ L, — замкненi лiнiйнi вiдношення (багатозначнi оператори) у ком-
плексному гiльбертовому просторi H. У термiнах абстрактних граничних операторiв (тобто у
виглядi, який у випадку диференцiальних операторiв приводить безпосередньо до граничних
умов) дослiджуються деякi аналiтичнi властивостi функцiї Вейля M(λ), яка вiдповiдає деякiй
граничнiй парi (L, L0).

Зокрема, застосовуючи резольвентну тотожнiсть Гiльберта для вiдношень, встановлено
критерiй оборотностi у алгебрi обмежених лiнiйних операторiв, дiючих у H, для вiдображе-
ння M(λ)− M(λ0) у деякому достатньо малому проколеному околi точки λ0. Доведено, що
в цьому випадку λ0 є полюсом першого порядку для оператор-функцiї (M(λ)− M(λ0))

−1 .
Знайдено вiдповiднi лишок та розвинення у ряд Лорана.

При деяких додаткових припущеннях дослiджується поведiнка при λ → −∞ так званого
γ-поля Z

λ
, яке являє собою оператор-функцiю, тiсно пов’язаною з M(λ).

Ключовi слова i фрази: гiльбертiв простiр, вiдношення, оператор, розширення, полюс.
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SOME PROPERTIES OF SHIFT OPERATORS ON ALGEBRAS GENERATED BY

∗-POLYNOMIALS

A ∗-polynomial is a function on a complex Banach space X, which is a sum of so-called (p, q)-
polynomials. In turn, for non-negative integers p and q, a (p, q)-polynomial is a function on X,
which is the restriction to the diagonal of some mapping, defined on the Cartesian power Xp+q,
which is linear with respect to every of its first p arguments and antilinear with respect to every
of its other q arguments. The set of all continuous ∗-polynomials on X form an algebra, which
contains the algebra of all continuous polynomials on X as a proper subalgebra. So, completions
of this algebra with respect to some natural norms are wider classes of functions than algebras of
holomorphic functions. On the other hand, due to the similarity of structures of ∗-polynomials and
polynomials, for the investigation of such completions one can use the technique, developed for the
investigation of holomorphic functions on Banach spaces.

We investigate the Fréchet algebra of functions on a complex Banach space, which is the comple-
tion of the algebra of all continuous ∗-polynomials with respect to the countable system of norms,
equivalent to norms of the uniform convergence on closed balls of the space. We establish some
properties of shift operators (which act as the addition of some fixed element of the underlying
space to the argument of a function) on this algebra. In particular, we show that shift operators are
well-defined continuous linear operators. Also we prove some estimates for norms of values of shift
operators. Using these results, we investigate one special class of functions from the algebra, which
is important in the description of the spectrum (the set of all maximal ideals) of the algebra.

Key words and phrases: (p, q)-polynomial, ∗-polynomial, shift operator.

Vasyl Stefanyk Precarpathian National University, 57 Shevchenka str., 76018, Ivano-Frankivsk, Ukraine
E-mail: taras.v.vasylyshyn@gmail.com

INTRODUCTION

∗-Polynomials (see definition below) are natural generalizations of usual polynomials on
complex Banach spaces. Such objects were firstly studied in [4]. It is known that comple-
tions of the algebra of all continuous polynomials on some complex Banach space with respect
to topologies of uniform convergence on some bounded subsets of the space are algebras of
holomorphic functions. On the other hand, the analogical completions of the algebra of all
continuous ∗-polynomials contain wider classes of continuous functions. Except of holomor-
phic functions, they can contain functions, which are complex-conjugate to holomorphic. Also,
as it is shown in [3], such algebras can contain functions, which cannot be represented as lin-
ear combination of products of holomorphic functions and complex-conjugate to holomorphic
functions. Thus, such algebras can contain the wide enough class of continuous functions on a
complex Banach space. The algebraic structure gives the opportunity to consider the elements
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of the algebra as continuous functions on the spectrum (the set of maximal ideals) of the al-
gebra. In the description of spectra of algebras of functions on Banach spaces the so-called
convolution operation on the spectrum plays an important role. In turn, the convolution op-
eration on the spectrum is defined with aid of the so-called shift operators, defined on the
algebra. Shift operators for algebras of holomorphic functions on Banach spaces and their
applications for the spectra were investigated in [1], [2], [7], [8].

In this work we establish some properties of shift operators on the Fréchet algebra of func-
tions on a complex Banach space, which is the completion of the algebra of all continuous
∗-polynomials with respect to the countable set of norms, which are equivalent to norms of
the uniform convergence on closed balls with rational radii, centered at 0. We show that shift
operators are well-defined continuous linear operators. Also we investigate one special class of
functions from the algebra, constructed by using of the composition of continuous linear func-
tionals with shift operators. Such classes of functions play an important role in the description
of spectra of algebras of functions on Banach spaces.

Let N be the set of all positive integers and Q+ be the set of all positive rationals. Let
X be a complex Banach space. A mapping A : Xp+q

→ C, where p, q ∈ N ∪ {0} are such
that p 6= 0 or q 6= 0, is called a (p, q)-linear mapping, if A is linear with respect to every of
first p arguments and it is antilinear with respect to every of last q arguments. A (p, q)-linear
mapping, which is invariant with respect to permutations of its first p arguments and last q

arguments separately, is called symmetric. A mapping P : X → C is called a (p, q)-polynomial
if there exists a symmetric (p, q)-linear mapping AP : Xp+q

→ C such that P is the restriction
to the diagonal of AP, i.e.,

P(x) = AP(x, . . . , x
︸ ︷︷ ︸

p+q

)

for every x ∈ X. The mapping AP is called the symmetric (p, q)-linear mapping, associated
with P. (p, q)-polynomials and (p, q)-linear mappings were studied in [5] and [6].

Note that for (p, q)-polynomials the following analog of the Binomial formula holds:

P(x + y) =
p

∑
j=0

q

∑
k=0

p!q!
j!(p − j)!k!(q − k)!

AP(xj, yp−j, xk, yq−k), (1)

where
AP(xj, yp−j, xk, yq−k) = AP(x, . . . , x

︸ ︷︷ ︸

j

, y, . . . , y
︸ ︷︷ ︸

p−j

, x, . . . , x
︸ ︷︷ ︸

k

, y, . . . , y
︸ ︷︷ ︸

q−k

)

for every x, y ∈ X. Let us denote by P(pqX) the space of all continuous (p, q)-polynomials with
norm

‖P‖ = sup
‖x‖≤1

|P(x)|.

Also, for convenience, let P(00X) = C.
A mapping P : X → C is called a ∗-polynomial if it can be represented in the form

P =
M

∑
p=0

N

∑
q=0

Ppq,

where M, N ∈ N ∪ {0} and Ppq ∈ P(pqX). Denote P∗(X) the algebra of all continuous ∗-
polynomials on the space X.
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1 THE MAIN RESULT

Let
{‖ · ‖r : r ∈ (0,+∞)} (2)

be the set of norms on P∗(X) such that

1. ‖PQ‖r ≤ ‖P‖r‖Q‖r for every P, Q ∈ P∗(X) and r ∈ (0,+∞).

2. There exist functions (0,+∞) ∋ t 7→ ct ∈ (0,+∞) and (0,+∞) ∋ t 7→ Ct ∈ (0,+∞) such
that inft∈[a,b] ct > 0 and supt∈[a,b] Ct < +∞ for every b > a > 0, and

cr sup
‖x‖≤r

|P(x)| ≤ ‖P‖r ≤ Cr sup
‖x‖≤r

|P(x)|

for every r ∈ (0,+∞) and P ∈ P∗(X).

Let
{‖ · ‖r : r ∈ Q+} (3)

be the subset of the set of norms (2). Note that the set (3) is countable. Let A(X) be the
completion of P∗(X) with respect to the metric, generated by the set of norms (3). It can be
checked that A(X) is a Fréchet algebra of functions on X. By the continuity of norms from (3),

cr sup
‖x‖≤r

| f (x)| ≤ ‖ f‖r ≤ Cr sup
‖x‖≤r

| f (x)| (4)

for every r ∈ Q+ and f ∈ A(X).

Theorem 1. (i). For every x ∈ X the operator Tx : A(X) → A(X), defined by

(Tx f )(y) = f (x + y),

where f ∈ A(X) and y ∈ X, is a well-defined continuous linear operator such that

‖Tx f‖r ≤ Crc
−1
r+‖x‖

‖ f‖r+‖x‖,

for every f ∈ A(X) and r ∈ Q+.
(ii). For every f ∈ A(X) and for every continuous linear functional ϕ : A(X) → C, the

function h
ϕ, f : X → C, defined by

h
ϕ, f (x) = ϕ(Tx f ),

belongs to A(X), and
|h

ϕ, f (x)| ≤ KCsc
−1
s+‖x‖

‖ f‖s+‖x‖,

for every x ∈ X and for every s ∈ Q+ such that ϕ is continuous with respect to ‖ · ‖s, where
K = sup

‖ f ‖s≤1 |ϕ( f )|.

Proof. (i). Let x ∈ X. For every f ∈ A(X), since (Tx f )(y) = f (x + y) and f is well-defined at
x + y, it follows that Tx f is well-defined at y. Also note that for every r ∈ Q+

sup
‖y‖≤r

| f (x + y)| ≤ sup
‖z‖≤r+‖x‖

| f (z)| ≤ c−1
r+‖x‖

‖ f‖r+‖x‖,
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i.e.,
sup
‖y‖≤r

|(Tx f )(y)| ≤ c−1
r+‖x‖

‖ f‖r+‖x‖. (5)

Let P ∈ P∗(X). Let us show that TxP ∈ P∗(X). Let P = ∑
M
p=0 ∑

N
q=0 Ppq, where Ppq ∈

P(pqX). By (1),

(TxP)(y) =
M

∑
p=0

N

∑
q=0

p

∑
j=0

q

∑
k=0

p!q!
j!(p − j)!k!(q − k)!

APpq(xj, yp−j, xk, yq−k),

where APpq is the symmetric (p, q)-linear mapping, associated with the (p, q)-polynomial Ppq

for every p ∈ {0, . . . , M} and q ∈ {0, . . . , N}. Note that for fixed x ∈ X the function
APpq(xj, yp−j, xk, yq−k) is a continuous (p − j, q − k)-polynomial with respect to y. Therefore,
TxP is a continuous ∗-polynomial.

Let f ∈ A(X). Let us show that Tx f ∈ A(X). Since P∗(X) is dense in A(X), it follows that
there exists the sequence { fn}

∞
n=1 ⊂ P∗(X), which converges to f with respect to every norm

from (3). Consider the sequence {Tx fn}
∞
n=1. Since fn ∈ P∗(X), it follows that Tx fn ∈ P∗(X).

Thus, {Tx fn}
∞
n=1 ⊂ P∗(X) ⊂ A(X). Let us show that the sequence {Tx fn}

∞
n=1 is fundamental

in A(X). Let r ∈ Q+. For m, n ∈ N, by (4),

‖Tx fm − Tx fn‖r ≤ Cr sup
‖y‖≤r

|(Tx fm)(y)− (Tx fn)(y)|.

By (5),
sup
‖y‖≤r

|(Tx fm)(y)− (Tx fn)(y)| ≤ c−1
r+‖x‖

‖ fm − fn‖r+‖x‖.

Thus,
‖Tx fm − Tx fn‖r ≤ Crc

−1
r+‖x‖

‖ fm − fn‖r+‖x‖.

Since the sequence { fn}
∞
n=1 is fundamental, it follows that the sequence {Tx fn}

∞
n=1 is funda-

mental. Since the algebra A(X) is complete, it follows that there exists g ∈ A(X) such that
the sequence {Tx fn}

∞
n=1 converges to g. Let y ∈ X. Let us show that (Tx f )(y) = g(y). Let

ρ ∈ Q+ be such that ρ > ‖y‖. Since the sequence {Tx fn}
∞
n=1 converges to g, it follows that

{‖Tx fn − g‖ρ}
∞
n=1 converges to 0. By (4),

sup
‖z‖≤ρ

|(Tx fn)(z)− g(z)| ≤ c−1
ρ
‖Tx fn − g‖ρ.

Therefore,
|(Tx fn)(y)− g(y)| ≤ c−1

ρ
‖Tx fn − g‖ρ.

Consequently, the sequence {(Tx fn)(y)}∞
n=1 converges to g(y). On the other hand, by (5),

sup
‖z‖≤ρ

|(Tx f )(z) − (Tx fn)(z)| ≤ c−1
ρ+‖x‖

‖ f − fn‖ρ+‖x‖.

Therefore,
|(Tx f )(y) − (Tx fn)(y)| ≤ c−1

ρ+‖x‖
‖ f − fn‖ρ+‖x‖.

Since ‖ f − fn‖ρ+‖x‖ → 0 as n → ∞, it follows that the sequence {(Tx fn)(y)}∞
n=1 converges to

(Tx f )(y). Therefore, (Tx f )(y) = g(y). Thus, Tx f = g and, consequently, Tx f ∈ A(X).
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By (4) and (5),
‖Tx f‖r ≤ Cr sup

‖y‖≤r

|(Tx f )(y)| ≤ Crc−1
r+‖x‖

‖ f‖r+‖x‖ (6)

for every r ∈ Q+.
(ii). Let f ∈ A(X) and ϕ ∈ A(X)′. Note that the function h

ϕ, f (x) = ϕ(Tx f ) is well-defined
at every point x ∈ X, because Tx f belongs to A(X) and ϕ is well-defined on A(X).

Since ϕ is a continuous linear functional on A(X), there exists s ∈ Q+ such that ϕ is con-
tinuous with respect to the norm ‖ · ‖s. Therefore, for every f ∈ A(X),

|ϕ( f )| ≤ K‖ f‖s , (7)

where K = sup
‖ f ‖s≤1 |ϕ( f )|. By (7) and (6),

|ϕ(Tx f )| ≤ K‖Tx f‖s ≤ KCsc
−1
s+‖x‖

‖ f‖s+‖x‖,

i.e.,
|h

ϕ, f (x)| ≤ KCsc
−1
s+‖x‖

‖ f‖s+‖x‖. (8)

Let P = ∑
M
p=0 ∑

N
q=0 Ppq be a continuous ∗-polynomial. Let us show that a function hϕ,P(x) =

ϕ(TxP) is a continuous ∗-polynomial. By (1), taking into account the linearity of ϕ, we have

hϕ,P(x) =
M

∑
p=0

N

∑
q=0

p

∑
j=0

q

∑
k=0

p!q!
j!(p − j)!k!(q − k)!

ϕ(y 7→ APpq(xj, yp−j, xk, yq−k)).

Note that the function

wp,q,j,k(x) = ϕ(y 7→ APpq(xj, yp−j, xk, yq−k))

is the restriction to the diagonal of (j, k)-linear symmetric mapping

B(x1, . . . , xj, xj+1, . . . , xj+k) = ϕ(y 7→ APpq(x1, . . . , xj, yp−j, xj+1, . . . , xj+k, yq−k)),

therefore, wp,q,j,k is a continuous (j, k)-polynomial. Hence, hϕ,P is a continuous ∗-polynomial.
Let us show that h

ϕ, f ∈ A(X) for every f ∈ A(X). Since f ∈ A(X) and P∗(X) is dense in
A(X), there exists the sequence { fn}

∞
n=1 ⊂ P∗(X), which converges to f . Since fn ∈ P∗(X), it

follows that h
ϕ, fn

∈ P∗(X). Therefore, the sequence {h
ϕ, fn

}
∞
n=1 is contained in P∗(X). Let us

show that this sequence is fundamental in A(X). Let r ∈ Q+. For m, n ∈ N, by (8),

|h
ϕ, fm

(x)− h
ϕ, fn

(x)| = |h
ϕ, fm− fn

(x)| ≤ KCsc
−1
s+‖x‖

‖ fm − fn‖s+‖x‖.

Therefore,

‖h
ϕ, fm

− h
ϕ, fn

‖r ≤ Cr sup
‖x‖≤r

|h
ϕ, fm

(x)− h
ϕ, fn

(x)| ≤ KCrCs sup
‖x‖≤r

c−1
s+‖x‖

‖ fm − fn‖s+‖x‖.

Note that

sup
‖x‖≤r

c−1
s+‖x‖

‖ fm − fn‖s+‖x‖ ≤

(

sup
‖x‖≤r

c−1
s+‖x‖

)(

sup
‖x‖≤r

‖ fm − fn‖s+‖x‖

)
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and

sup
‖x‖≤r

c−1
s+‖x‖

=
(

inf
‖x‖≤r

cs+‖x‖

)

−1
=

(

inf
t∈[s,s+r]

ct

)

−1
,

which is finite, because inft∈[s,s+r] ct > 0. By (4),

sup
‖x‖≤r

‖ fm − fn‖s+‖x‖ ≤ sup
‖x‖≤r

Cs+‖x‖ sup
‖y‖≤s+‖x‖

| fm(y)− fn(y)| ≤

≤ sup
‖x‖≤r

Cs+‖x‖ sup
‖y‖≤s+r

| fm(y)− fn(y)| =
(

sup
t∈[s,s+r]

Ct

)

‖ fm − fn‖s+r.

Thus,

‖h
ϕ, fm

− h
ϕ, fn

‖r ≤ KCrCs

(

inf
t∈[s,s+r]

ct

)

−1(

sup
t∈[s,s+r]

Ct

)

‖ fm − fn‖s+r.

Therefore, since the sequence { fn}
∞
n=1 is fundamental, it follows that the sequence {h

ϕ, fn
}

∞
n=1 is

fundamental. Since A(X) is complete, there exists v ∈ A(X) such that the sequence {h
ϕ, fn

}
∞
n=1

converges to v. Let us show that h
ϕ, f = v. Let x ∈ X. Let ρ ∈ Q+ be such that ρ > ‖x‖. By (4),

sup
‖z‖≤ρ

|h
ϕ, fn

(z)− v(z)| ≤ c−1
ρ

‖h
ϕ, fn

− v‖ρ.

Therefore,
|h

ϕ, fn
(x)− v(x)| ≤ c−1

ρ
‖h

ϕ, fn
− v‖ρ.

Since ‖h
ϕ, fn

− v‖ρ → 0 as n → ∞, it follows that the sequence {h
ϕ, fn

(x)}∞
n=1 converges to

v(x). On the other hand, by the continuity of ϕ and Tx, since fn → f as n → ∞, we have
ϕ(Tx( fn)) → ϕ(Tx( f )) as n → ∞, i.e., h

ϕ, fn
(x) → h

ϕ, f (x) as n → ∞. Therefore, h
ϕ, f (x) = v(x).

Thus, h
ϕ, f = v and, consequently, h

ϕ, f ∈ A(X).
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Василишин Т.В. Деякi властивостi операторiв зсуву на алгебрах, породжених ∗-полiномами //
Карпатськi матем. публ. — 2018. — Т.10, №1. — C. 206–212.

∗-Полiном — це функцiя на комплексному банаховому просторi X, яка є сумою так званих
(p, q)-полiномiв. У свою чергу, для невiд’ємних чисел p i q, (p, q)-полiном — це функцiя на
просторi X, яка є звуженням на дiагональ деякого вiдображення, визначеного на декартовому
степенi Xp+q, яке є лiнiйним вiдносно кожного iз своїх перших p аргументiв i антилiнiйним
вiдносно кожного iз решти q своїх аргументiв. Множина всiх неперервних ∗-полiномiв на про-
сторi X утворює алгебру, яка мiстить алгебру всiх неперервних полiномiв на просторi X як
власну пiдалгебру. Таким чином, поповнення цiєї алгебри вiдносно деяких природних норм є
ширшими класами функцiй, нiж алгебри аналiтичних функцiй. З iншого боку, завдяки подi-
бностi будови ∗-полiномiв i полiномiв, для дослiдження таких поповнень можна використову-
вати технiку, розроблену для дослiдження аналiтичних функцiй на банахових просторах.

У роботi дослiджується алгебра Фреше функцiй на комплексному банаховому просторi,
яка є поповненням алгебри всiх неперервних ∗-полiномiв вiдносно злiченної системи норм,
еквiвалентних до норм рiвномiрної збiжностi на замкнених кулях простору. Встановлено де-
якi властивостi оператора зсуву (який дiє як додавання деякого фiксованого елемента про-
стору до аргументу функцiї) на цiй алгебрi. Зокрема, показано, що оператори зсуву є добре
визначеними неперервними лiнiйними операторами. Також доведено деякi оцiнки для норм
значень операторiв зсуву. Використовуючи цi результати, дослiджено один спецiальний клас
функцiй iз алгебри, який є важливим для опису спектра (множини всiх максимальних iдеалiв)
алгебри.

Ключовi слова i фрази: (p, q)-полiном, ∗-полiном, оператор зсуву.


